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                ABSTRACT: 

Papua, known as one of the wettest regions in the world with annual precipitation ranging from 2400 

to 4500 mm, faces a high risk of flooding, especially during La Niña, as observed in 2018 and 2022. 

Conversely, the region also experiences forest fires, mainly in the southern areas of Papua, during 

periods of extreme dry conditions brought about by El Niño events, as seen in 2002, 2004, and 2015. 

Given the increasing frequency of extreme climate events in the context of climate change, 

understanding the impact of global climate phenomena such as El Niño Southern Oscillation (ENSO) 

on Papua is crucial. This research aims to analyze the influence of ENSO and the Indian Ocean Dipole 

(IOD) on forest fires and flood risk in Papua, Indonesia. The analysis of forest fires utilizes MODIS 

hotspot and ERA5 precipitation data, employing quantitative modeling techniques such as Lasso and 

Elastic Net Regression. It integrates both ENSO and IOD indices into the precipitation indicators. In 

contrast, flood analysis is carried out through distribution and joint pattern analysis. The Elastic Net 

Regression yields promising results in modeling, with more than 96% of the tested models successfully 

predicting the total annual hotspots for each year, achieving an R-squared value of 90%. This suggests 

that the method and algorithm used can serve as a robust model for early hotspot prediction in the 

analyzed area. The warm phases of ENSO and IOD consistently exhibit a positive correlation with the 

dry season. However, the cold phases of these phenomena do not significantly impact heavy and 

extreme precipitation indicators in the studied region. The flood analysis reveals that La Niña has only 

a slight effect on all three precipitation patterns in the analyzed area, primarily by increasing the risk 

of extreme precipitation indicators. Conversely, negative IOD demonstrates inconsistency across all 

three precipitation patterns in Papua. 
 

Key-words: Climate, ENSO, IOD, Forest Fire, Flood Analysis, Indonesia. 

1. INTRODUCTION 

As a maritime country placed between 2 oceans, Indonesia has a high variability of precipitation. 

Even more, when global phenomena such as El Niño Southern Oscillation (ENSO) and Indian Ocean 

Dipole (IOD) happened, especially from September to November (Hidayat et al., 2016, Hendon, 

2003). 𝐸𝑙 𝑁𝑖𝑛 ̃𝑜 The Southern Oscillation (ENSO) is a climate anomaly that occurs due to the 

interaction phenomenon between the atmosphere and the waters of the Pacific Ocean (Cane & Zebiak, 

1985). The Indian Ocean Dipole (IOD) is a climate anomaly that occurs due to the phenomenon of 

interaction between the atmosphere and waters in the Indian Ocean, measured using DMI which is 

defined as the difference in sea surface temperature anomaly in the Western Tropical Indian Ocean 

(50°E-70°E/ 10°S – 10°N) and sea surface temperature anomaly in the Southeastern Tropical Indian 

Ocean (90°E- 110 °E / 10°S – 10°N) (Saji et al., 1999). The warm phase of both phenomena (El Niño 

for ENSO, +IOD for IOD) will decrease precipitation in Indonesia. Meanwhile, Indonesian 

precipitation increases during their cold phase (La Niña for ENSO, -IOD for IOD) (Pawitan, 1999; 

Iskandar, 2022). 
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Independently, both phenomena have proven to have correlation with Papua precipitation, 

especially ENSO. There is a notable strong positive connection between the Indian Ocean Dipole 

(IOD) and the rainfall in Indonesia over a time span of approximately 2.5 to 4 years. Additionally, a 

significant positive correlation between the El Niño-Southern Oscillation (ENSO), specifically the sea 

surface temperature anomaly in the Niño3.4 region, and Indonesian rainfall is observed on shorter 

time scales, lasting less than 2 years and between 5.5 to 6.5 years (Hendrawan et al., 2019). The 

influence of ENSO on the start and end of seasons in Indonesia is more visible in eastern regions such 

as Sulawesi, Maluku, and Papua than in western regions such as Java and Sumatra (Rahmawati, Idung 

& Fadli 2011). 

Using multi-sensor remote sensing data, southern part of Papua is considered as ENSO sensitive 

region (Arjakusuma et al., 2018). During June – November, Papua has significant negative correlation 

with Nino3.4 (Okta et al., 2018). The decrease/increase of precipitation on each year is depended on 

the strength of the phenomena (Kurniadi et al., 2021; Sarvina, 2023). In the long period, the decreased 

precipitation will increase the risk of forest fire events triggered by many hotspots occurring in the 

dry season. The analysis conducted under the CIMP5 projection reveals that, in future conditions 

(2006-2035), ENSO is expected to be more intense than IOD, with ENSO reaching a very high 

intensity of up to 4°C expected to give drier condition in the future than historical events. Meanwhile, 

the increased precipitation will increase the risk of floods and landslides by increasing the frequency 

of heavy precipitation. 

A hotspot serves as a commonly utilized indicator for the examination of forest fire occurrences, 

while precipitation and its anomalies are factors that influence the rate at which hotspots emerge 

(Syaufina et al., 2004; Ceccato et al., 2010). When El Niño and +IOD coincide, there is a substantial 

impact, with precipitation decreasing by up to 200 mm per month (Ngestu, 2016). This reduction in 

rainfall can result in drier land conditions that are more susceptible to ignition and, consequently, 

forest fires. According to Times Indonesia's report on August 7, 2017, Sutopo Purwo Nugroho, who 

served as the Head of the Center for Information Data and Public Relations of the National Disaster 

Management Agency (November 2010 - July 2019), noted that there were 158 forest and land fire 

hotspots in Indonesia on that day, with 93 of them located in Papua. The number of hotspots had risen 

significantly from just 7 the previous day (August 6, 2017). Since 2015, forest and land fires have 

been widespread in Papua. Therefore, it is imperative to develop a model that assesses the impact of 

ENSO and IOD on hotspot formation in Papua. This modeling can serve as a valuable tool for 

predicting hotspot occurrences in Papua and designing preventive measures to mitigate the adverse 

effects of hotspot incidents. 

Papua, in the absence of ENSO and IOD phenomena, is one of the rainiest regions in the world, 

receiving annual rainfall ranging from 2400 to 4500 mm (Prentice & Hope, 2007). Geographically, 

Papua's rainfall pattern can be categorized into three distinct types: monsoonal, equatorial, and local. 

The local pattern is predominantly observed in West Papua province, while the other two patterns 

dominate in Papua province. The diverse geographical conditions, along with the coexistence of these 

three rainfall patterns, contribute to a wide range of precipitation patterns in Papua, making it a 

complex area for robust analysis, particularly in the context of floods and landslides. 

The primary goal of this study is to model the impact of ENSO and IOD on forest fires and floods 

in Papua. However, due to the limited availability of flood data, the weight function analysis is 

exclusively applied to the forest fire phenomenon. This weight function is designed to enhance the 

correlation between the model data and hotspot data. Moreover, the weighting function is evaluated 

to understand the interplay between variables and to derive spatial and temporal patterns and plots. 

Simultaneously, the analysis of flood and landslide risk in this research is conducted by examining 

the characteristics of extreme precipitation indicators, including consecutive wet days, the number of 

days with heavy precipitation, the number of days with very heavy precipitation, very wet day 

precipitation, and extreme wet day precipitation in Papua. This analysis employs joint principal 

component analysis to link sea surface temperature with each extreme precipitation indicator utilized.  
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2. DATA AND METHODS 

This research is structured into two main sections, each aligning with its respective objective. 

The first section is dedicated to examine and model the forest fires in Papua, while the second section 

focuses on investigating flood and extreme precipitation risks in the studied region. The fires risk will 

be modeled and analyzed using regression models based on Lasso and Elastic Net Regression (ENR). 

Meanwhile, the extreme precipitation risk analysis will be conducted through distribution and 

principal component analysis. The principal component analysis will be using combined singular 

value decomposition concept to analyses joint pattern between extreme precipitation, ENSO and IOD 

SST. The research steps follow the sequence outlined in Fig. 1. 

 

Fig. 1. Research Flow. 

 

2.1. Climate data 

This research begins by conducting a literature study related to the data and methods used. The 

first data used is daily hotspot data in the Papua region sourced from NASA's Moderate Resolution 

Imaging Spectroradiometer (MODIS). This data can be freely accessed and downloaded via the 

website: https://earthdata.nasa.gov/ (Schroeder et al., 2014). The hotspot data is processed so it has a 

grid resolution of 0.10° × 0.10° and cover daily data from 1 June 2001 to 31 May 2021. In order to 

add more information about forest fire in Papua, we add burned area data obtained from Global Fire 

Emissions Database (GFED) from 2001-2015 (Randerson et al., 2018). The next data is Reanalysis 

5-th Generation (ERA5) hourly data on single levels by taking total precipitation variable. The data 
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can be accessed via the page: https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis era5-

single-levels?tab=form. The data is produced by the European Center for Medium-Range Weather 

Forecast (ECMWF) (Hersbach et al., 2020). Despite of the availability of the ERA5 data, it is chosen 

because of the process that carried when building ERA5 data. ERA5 data is modeled data that 

corrected and reanalyzed using observation data, thus it has good accuracy while maintaining the 

general predictability of the data. The data is hourly data for June 2001 – May 2021 and has a grid 

resolution of 0.10° × 0.10° in meters (m). Other climate relate data will be derived from this 

precipitation data. 

Dry spell data is monthly that obtained by counting the number of days that have less than 1 mm 

in a month. Consecutive Wet Days are monthly data that measure the maximum number of days that 

have precipitation more than 1 mm. The number of Heavy Precipitation Days is obtained by counting 

the number of days when precipitation more than 10 mm. The number of very heavy precipitation 

days is derived from days when precipitation is more than 30 mm. Very wet days precipitation is 

obtained by calculating daily precipitation that is over its 95th percentile, while extreme wet days 

precipitation is derived from the 99th percentile one. The last data is related to ENSO and IOD’s SST 

which was obtained from HadiSST (Rayner et al., 2003). The used index is derived from these 

datasets. The method used for the evaluation process is HCM analysis. In this study, data processing 

was carried out using MATLAB R2021a software. 

 

2.2. Forest Fire Risk Calculation 

The forest fire analysis will be done by modeling dry spell data (weighted using global climate 

indices) to monthly hotspot data. The use of weight function is followed by previous research 

(Nurdiati et al., 2021; Ardiyani et al., 2023). Denote the weight function as a polynomial equation:  

𝑤(𝐸𝑁𝑆𝑂𝑙𝑜𝑔 , 𝐼𝑂𝐷𝑙𝑜𝑔; 𝑎, 𝑏, 𝑐, 𝑑) = 𝑎. 𝐸𝑁𝑆𝑂𝑙𝑜𝑔 + 𝑏. 𝐼𝑂𝐷𝑙𝑜𝑔 + 𝑐. 𝐸𝑁𝑆𝑂𝑙𝑜𝑔 . 𝐼𝑂𝐷𝑙𝑜𝑔 + 𝑑, (1) 

𝐸𝑁𝑆𝑂𝑙𝑜𝑔(𝑡; 𝜃1, 𝜃2, 𝜃3) =
𝜃1

1 + exp(−𝜃2. (𝐸𝑁𝑆𝑂(𝑡) − 𝜃3))
⁄ ,  (2) 

𝐼𝑂𝐷𝑙𝑜𝑔(𝑡; 𝜃4, 𝜃5, 𝜃6) =
𝜃4

1 + exp(−𝜃5. (𝐼𝑂𝐷(𝑡) − 𝜃6))
⁄ ,  (3) 

with 𝑎, 𝑏, 𝑐, 𝑑 ∈ ℝ+represent the independent impact of ENSO, independent impact of IOD, 

joint impact of ENSO and IOD, and other factors that influence forest fire in Papua respectively.  

The value of each coefficient is obtained unrestricted optimization process with the objective function 

of maximizing the Chatterjee correlation between hotspot and weighted dry spell. 

The Chatterjee correlation was recently developed by Sourav Chatterjee (2021) which is a 

function of ranks. Thus, makes it robust to outliers and invariance under monotone transformations 

of the data. Despite that, due to its simple formula, it is easy to understand conceptually and 

computable very quickly, not only in theory but also in practice. It has a very simple asymptotic theory 

under the hypothesis of independence, which is roughly valid even for samples of size as small as 20. 

The coefficient correlation is defined as: 

𝜉𝑛(𝑋𝑖 , 𝑌𝑖) ≔ 1 −(3 ∑ |𝑟𝑖+1 − 𝑟𝑖|
𝑛
𝑖=1 ) (𝑛2 − 1)⁄ ,    (4) 

where  𝑋𝑖 and 𝑌𝑖 are the variables, and 𝑌 is not a constant. 𝑖 represents the index from 1 to 𝑛 − 1, 

and 𝑟𝑖 represents the rank of 𝑌(𝑖). Using this coefficient correlation, the optimization follows Eq. 

below: 

argmax
𝑎,𝑏,𝑐,𝑑

𝜉𝑛(𝐷𝑠𝑖 . 𝑤(𝐸𝑁𝑆𝑂, 𝐼𝑂𝐷; 𝑎, 𝑏, 𝑐, 𝑑), 𝑌𝑖).    (5) 
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The advantages of the weighted function are assessed both in terms of spatial and temporal 

aspects. Spatial analysis is conducted using Heterogeneous Correlation Maps (HCM), while temporal 

analysis is demonstrated through the utilization of Lasso regression and Elastic Net Regression 

(ENR). Lasso regression is chosen for its excellent performance and efficiency, making it a 

recommended tool for detecting teleconnections and understanding physical mechanisms in the 

Earth's climate system (Li, Pollinger & Paeth, 2020). On the other hand, ENR is employed to address 

the limitations of Lasso regression when dealing with a high number of variables (Al Jawarneh, Ismail 

& Awajan, 2021). 

The HCM analysis in this research is based on the outcomes of coupled Singular Value 

Decomposition (SVD) (Bjornsson & Venegas, 1997) using dry spell and hotspot data. The evaluation 

process involves calculating the correlation coefficient for each grid location of both raw data and 

weighted data. The process is followed in Eq. below, with Hs representing the hotspot matrix while 

Ds represent dry spell data.  

𝑋 = 𝐻𝑠𝐷𝑠𝑇 ,       (6) 

𝑋 = 𝑈∑𝑉,       (7) 

𝐸1 =𝑈𝑇𝐻𝑠,       (8) 

𝐸2 =𝑉𝑇𝐷𝑠.       (9) 

𝑈 and 𝑉 are singular vector of hotspots and dry spell matrices respectively (Navarra & Simoncini 

2010).  

Meanwhile, 𝐸1 and 𝐸2 are expansion coefficients of hotspots and dryspell, respectively. The 

HCM of hotspot is provided by calculating the correlation between 𝐸2 and 𝐻𝑠.  

Lasso (least absolute shrinkage and selection operator) regression is a linear regression-based 

method that minimizes the residual sum of squares subject to the sum of the absolute value of the 

coefficients being less than a constant (Tibshirani, 1996). as variable selection becomes increasingly 

important in modern data analysis, the lasso is much more appealing owing to its sparse 

representation. Defined X as predictor, and y as responses variable. With the assumption of either 

observations are independent or that y is conditionally independent given the X as well as X are 

standardized, the lasso estimate (�̂�) is defined by 

�̂�𝑙𝑎𝑠𝑠𝑜 = argmin
𝛽

𝛽𝑇(𝑋𝑇𝑋)𝛽 − 2𝑦𝑇𝑋𝛽 + 𝜆1|𝛽|1.   (10) 

However, since we use climate data that will not be completely independent and Lasso regression 

is not a very satisfactory variable selection method if the number of predictors is much bigger than 

the number of observations. Therefore, we use ENR to give supporting results when Lasso regression 

does not perform as great as expected. ENR is a hybrid of ridge regression and lasso regularization. 

Like lasso, the elastic net can generate reduced models by generating zero-valued coefficients but is 

often more powerful when predictors are highly correlated (Zou & Hastie, 2005). Given data (y,X), 

and (𝜆1, 𝜆2), the elastic net estimates �̂� are given by 

�̂�𝐸𝑁𝑅 = argmin
𝛽

𝛽𝑇 (
𝑋𝑇𝑋+𝜆2𝐼

1+𝜆2
)𝛽 − 2𝑦𝑇𝑋𝛽 + 𝜆1|𝛽|1.   (11) 

The performance of the regression will be shown using cross-validation analysis using 17 years of 

combination as training data and 3 years as testing data.    
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2.3. Flood Risk Calculation   

The flood and landslide analysis in this research is unable to be done using a similar analysis to 

the forest fire one. This is caused by the lack of availability of satellite-derived data that can be used 

to measure flood and landslide well in large-scale domains. Therefore, the analysis is provided by 

distribution analysis and measuring the joint pattern between extremely high precipitation indicators 

(Consecutive Wet Days, Number of Heavy Precipitation Days, Number of Very Heavy Precipitation 

Days) with Sea Surface Temperature (SST) related to ENSO and IOD phenomena. The first three 

indicators are fitted with Gamma distribution (Choi & Wette, 1969), while two others are fitted with 

Generalized Extreme Value distribution (Haan & Ferreira, 2007) following the probability density 

function below, respectively: 

𝑓(𝑥; 𝛼, 𝛽) = (𝑥𝛼−1𝑒−𝛽𝑥𝛽𝛼)/Γ(𝛼) for 𝑥 > 0, 𝛼, 𝛽 > 0, Γ(𝛼) is the gamma function (12) 

𝑓(𝑥; 𝜎, 𝜉) = 𝜎−1𝑡(𝑥)𝜉+1𝑒−𝑡(𝑥),  where 𝑡(𝑥) = {
(1 + 𝜉 (

𝑥−𝜇

𝜎
)
−1/𝜉

𝑖𝑓𝜉 ≠ 0

𝑒−(𝑥−𝜇)/𝜎𝑖𝑓𝜉 = 0
.  (13) 

𝜇 ∈ ℝ  is location parameter, 𝜎 > 0 is scale parameter, 𝜉 ∈ ℝ is shape parameter of the 

generalized extreme value distribution.  

The joint pattern of individual impact from both phenomena is obtained using coupled SVD (Eq. 4-

7). Meanwhile, the joint impact of both phenomena is examined using combined SVD (Navarrra & 

Simonchini, 2010) follow Eq. bellow. 

𝑍 = (

𝐸𝑥𝑡𝑟𝑒𝑚𝑒𝑃𝑟𝑒𝑐𝑖𝑝𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟𝑠

𝐸𝑁𝑆𝑂′𝑠𝑆𝑒𝑎𝑆𝑢𝑟𝑓𝑎𝑐𝑒𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒

𝐼𝑂𝐷′𝑠𝑆𝑒𝑎𝑆𝑢𝑟𝑓𝑎𝑐𝑒𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒
),    (14) 

𝑍 = 𝑈∑𝑉,      (15) 

𝑈 is singular vector that is used to analyzed the spatial characteristic of each indicator, while 

𝑉 is used to analyzed the temporal characteristic of joined phenomena.  

SVD used as its powerful ability to extract independent pattern from complex data (Hannachi, 

Jolliffe & Stephenson 2007; Hui et al., 2021). In order to make the temporal pattern easier to analyzed, 

the patterns are transformed using Fourier transformation defined as 

𝐹(𝑣) = ∫ 𝑓(𝑥)𝑒−𝑖2𝜋𝑣𝑥𝑑𝑥
∞

−∞
,    (16) 

with 𝑒−𝑖2𝜋𝑣𝑥 called kernel function, 𝑓(𝑥) is time series vector, 𝐹(𝑣) is vector with frequency 

domain (Wiley, 2014).  

Using Fourier transformation, the temporal patterns are converted from time series vector in to 

vector with frequency domain. Therefore, we will be able to determined period of each joint pattern. 

The computational aspect is done using Fast Fourier Transformation concept introduced by Brenner 

& Rader (1976). 
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3. RESULTS 

3.1. Forest Fire Analysis 

For the last 20 years, Papua has suffered for multiple annual forest fires. Using the MODIS active 

fire count data, the average of monthly hotspot occurred in Papua is 6.2 with each data point in range 

value of 3 to 90 hotspot. During the period, there are 91 extreme events with more than 13 hotspots 

occurred in a single month for each analyzed grid (Fig. 2). Meanwhile, the GFED data shows that 

there are 1051 extreme events occurred in the 2001-2015 data in 95th percentile with more than 2 ha 

area burned on 0.25° × 0.25°grid data during the period. 

Fig. 2. Hotspot and Burned area characteristic in Papua. 

 

In the forest fire analysis, the dry spell data is generated as a weighted function, as defined in Eq. 

1. This function incorporates transformed ENSO and IOD indices, following the formulas given in 

Eq. 2-3. The dry spell data itself represents the accumulation of the three most recent months of the 

event, spanning from June 2001 to May 2021. The coefficients for Eq. 1-3 are determined through an 

unconstrained optimization process. This process aims to maximize the correlation between hotspots 

and the weighted dry spells. To ensure that the ENSO and IOD indices align with the desired range, 

a logistic transformation is applied. This transformation scales both indices to have a minimum value 

of 0, indicating no influence on the dry season, and a maximum value corresponding to each index's 

original range, while following the shape of a general logistic curve. 

The initial values for this transformation process are randomized, and this is done using 10,000 

different seeds in Matlab. The best coefficient is obtained using maximum Pearson linear correlation, 

resulting in function: 

𝑤(𝐸𝑁𝑆𝑂𝑙𝑜𝑔 , 𝐼𝑂𝐷𝑙𝑜𝑔) = 1.217𝐸𝑁𝑆𝑂𝑙𝑜𝑔 + 1.558𝐼𝑂𝐷𝑙𝑜𝑔 + 0.707𝐸𝑁𝑆𝑂𝑙𝑜𝑔 . 𝐼𝑂𝐷𝑙𝑜𝑔 + 1.738,    (17) 

𝐸𝑁𝑆𝑂𝑙𝑜𝑔(𝑡) =
0.718

1 + exp(−1.991(𝐸𝑁𝑆𝑂(𝑡) − 1.374))⁄ ,   (18) 

𝐼𝑂𝐷𝑙𝑜𝑔(𝑡) =
1.446

1 + exp(−3(𝐼𝑂𝐷(𝑡) − 1.529))⁄ .    (19) 

Based on the coefficients in Eq. 17, it is evident that most hotspots are not significantly associated 

with both the ENSO and IOD indices. In contrast, individual ENSO and IOD indices show slight 

differences in their influence, with the combined impact of both phenomena being the least influential. 

Although there are only modest enhancements in spatial correlation, Eq. 17-19 successfully raise the 

temporal Pearson linear correlation value between the total hotspot and the dry spell data from 0.5523  
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(raw data) to 0.8644 (weighted data) (Fig. 3). As a result, the predictability of monthly hotspots in 

Merauke has considerably improved in the regression analysis. In this research, regression modeling 

is carried out using the total dry spells in the last 3 months and the precipitation in the last month as 

predictors for each grid. The total monthly hotspots in the entire observed area serve as the response 

variable. Due to limited data, the evaluation of the modeling is conducted using the cross-validation 

approach. Three years of data are reserved for testing, while the remaining data is used to train the 

model. A summary of the results is presented in Fig. 4 for both Lasso regression and Elastic Net 

Regression (ENR). 

 

 

Fig. 3. Heterogeneous correlation maps between dry spell – hotspot and weighted dryspell – hotspot. 

 

Fig. 4 illustrates that the use of weighted dry spell data significantly enhances the modeling of 

raw data when applied to each year, with the exception of 2015 when using Lasso regression. In the 

case of models predicting hotspot values in 2015, only 23% of the weighted models achieve an R2 

value exceeding 90%, while raw data can yield this level of accuracy in 34% of models. Among 

models using Lasso regression, the most challenging years to predict are 2001, 2009, and 2019, while 

the easiest are 2002, 2004, and 2018. On average, only around 37% of models achieve an R2 exceeding 

90%. This result suggests a high degree of correlation among predictors, and the elimination of 

predictors using Lasso regression principles can lead to diminished regression performance. It also 

highlights that Lasso regression underperforms when the number of predictors (1171) exceeds the 

number of observations (120). It is worth noting that the regression is exclusively conducted during 

monsoonal dry season months in the analyzed area, which span from June to November. 

The advantage of using weighted dry spells becomes particularly pronounced when performing 

cross-validation in Elastic Net Regression (ENR). ENR, on its own, enhances the performance of raw 

data regression, with approximately 66% of models achieving an R2 value exceeding 90%. However, 

the weighted function defined in Eq. 17-19 significantly boosts the regression performance, with more 

than 96% of models achieving an R2 value exceeding 90%. Although further testing is necessary with 

different analyses, this method has the potential to become a robust early algorithm for predicting 

hotspots in the analyzed area, regardless of the conditions related to ENSO and IOD phenomena. A 

few comparison examples of the obtained models are presented in Fig. 5. 

Total   rned area scaled in ran e of       9 ha

      

      

 orrelation
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Fig. 4. Total number of models in lasso regression and ENR that have R2 value more than 90%. 

 

Based on the model examples shown in Fig. 5, the weighted models tend to produce lower 

predicted hotspot values than the raw models. This suggests better performance when predicting 

small-scale fire events. Considering that most fire events in the analyzed area are small, typically 

ranging from 200 to 800 hotspots during peak fire events, the weighted models are more robust, as 

demonstrated in Fig. 4. However, the use of weighted models may have limitations when estimating 

large-scale fire events, such as those observed in 2002 and especially in 2015, which had significantly 

more hotspots than other years, as indicated by the error graph in Fig. 6. 

The performance of weighted models when used to predict the year 2002 varies depending on 

the data used to train the models. When used to predict 2002, 2004, and 2018, weighted models 

outperform raw models for 2002 with a significantly lower error. However, when used to predict 

2002, 2004, and 2009, the performance decreases substantially. This reduction is due to the absence 

of El Niño years in the training data, as all three tested years are El Niño years. A similar trend is 

observed when predicting 2006, 2015, and 2019, which are years with a positive Indian Ocean Dipole 

(+IOD). The removal of these years from the training data leads to a significant decrease in model 

performance. This is expected because the weighted models directly incorporate the impacts of both 

ENSO and IOD into the models, making the presence of years with ENSO and IOD crucial for 

performance. 

 
Fig. 5. Model performance when used to predict certain years: top: Lasso regression, bottom: ENR. 
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Fig. 6. Model error when used to predict certain years: top: Lasso regression, bottom: ENR. 

3.2. Flood Risk Analysis 

As mentioned before, the flood analysis is done using an entirely different approach than that of 

forest fire analysis. This is done due to the lack of availability data on floods in observed areas. The 

analysis is conducted through five precipitations-based indicators, namely: 

- consec tive  et days:  axim m n m er of consec tive days  ith daily precipitation ≥   mm, 
- n m er of heavy precipitations:  onthly co nt of days  ith daily precipitation ≥    mm, 
- n m er of very heavy precipitations:  onthly co nt of days  ith daily precipitation ≥    mm, 

- very wet day precipitation: Monthly total precipitation when daily precipitation > 95th percentile, 

- extreme wet day precipitation: Monthly total precipitation when daily precipitation > 99th 

percentile. 

All of the analyzed indicators are obtained using daily ERA5 precipitation data with spatial 

observation is 0.1˚×0.1˚. The monthly data is processed to include accumulated climate information 

for the past three months. The first characteristic of each variable is assessed by analyzing their 

probability density function curves, with data being divided based on the average values of Niño3.4 

or DMI for the preceding three months. A threshold of 0.5 is used to distinguish El Niño, and -0.5 

indicates La Niña for ENSO. For IOD, a threshold of 0.4 is used for +IOD, and -0.4 for -IOD, relative 

to normal years. This data separation is carried out on a monthly basis rather than a yearly basis to 

ensure more precise results. Consequently, this approach provides a comprehensive understanding of 

the influence of ENSO and IOD on extreme wet precipitation indices in the analyzed area. 

Utilizing the gamma distribution for the first three variables and the generalized extreme value 

distribution for the others, it's evident that El Niño has a minimal impact on the distributions of all the 

analyzed variables, as shown in Fig. 7. In contrast, La Niña exerts a noteworthy influence, especially 

on the distribution of the number of days with heavy precipitation in the last 3 months. This behavior 

aligns with expectations since La Niña tends to correlate positively with increased precipitation in 

Indonesia. However, the surprising finding is the impact of El Niño, where the risk of flooding does 

not decrease during El Niño. This result suggests that the analyzed area has a consistently high risk 

of flooding regardless of the ENSO condition. Distinct patterns emerge when the data is separated 

using the Dipole Mode Index (DMI). Both +IOD and -IOD significantly affect the risk of extreme 

precipitation compared to normal years. While the influence of a -IOD is anticipated, the impact of a 

+IOD warrants further investigation through additional analyses. 

 a  data model  ei hted data model
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Fig. 7. PDF comparison for each analyzed variable in different ENSO/IOD condition. 

This pattern is consistent with the results observed for very wet days' precipitation and extreme 

wet days' precipitation. IOD seems to have minimal effects on the distribution of very wet days' 

precipitation in normal years but shows lower values for extreme wet days' precipitation. In 

conclusion, the analysis suggests that IOD does not consistently influence extreme precipitation in 

the analyzed area. 

Fig. 8 presents the comprehensive outcomes of the combined Singular Value Decomposition 

(SVD) between consecutive wet days, Niño3.4 Sea Surface Temperature (SST), West IOD SST, and 

East IOD SST. The combined data is standardized to have a mean of 0 and a standard deviation of 1 

for each column (time dimension) to remove data domination since the extreme precipitation 

indicators have a wider data range compared to others. The spatial values are directly represented 

using the joint spatial pattern, where positive values indicate a higher occurrence of heavy 

precipitation in the pattern. The temporal pattern is displayed after transformation using Fourier 

transformation, which allows for a clearer understanding of the period of joint patterns present in the 

data, especially when dealing with the four combined variables. 

When examining the temporal patterns, it becomes apparent that the joint patterns are divided 

based on the precipitation type within the analyzed area. The first joint pattern corresponds to heavy 

precipitation occurring in regions characterized by equatorial and monsoonal precipitation types. 

Equatorial precipitation affects the near-equator region of Indonesia and exhibits a seasonal period of 

6 months. In contrast, monsoonal precipitation is influenced by monsoon winds and has a seasonal 

period of 12 months. Both precipitation types contribute to heavy precipitation in the analyzed area 

within the 1st mode spatial pattern, which has a value greater than 0. The 2nd joint pattern impacts 

the area opposite to that influenced by the 1st pattern, specifically the southern part of West Papua. 

This pattern exclusively influences regions with a monsoonal precipitation pattern, as evidenced by 

the 12-month period of the 2nd temporal pattern. 

The 3rd joint pattern of consecutive wet days shares similarities with the 1st joint pattern in terms 

of seasonal periods (6 and 12 months), but it does not affect the analyzed area characterized by a local 

precipitation pattern. The local precipitation pattern is influenced by local climate and geography, 

resulting in contrasting precipitation conditions compared to monsoonal precipitation. This pattern is 

reflected in the 4th joint pattern. The differences in these patterns are a consequence of varying 

conditions in West IOD SST, East IOD SST, and Niño3.4 region SST. Across all joint patterns, the 

Niño3.4 SST region is predominantly characterized by negative values, indicating La Niña conditions. 

While not as clear and significant, West IOD SST consistently tends to have a higher average than 

East IOD SST, implying a -IOD phenomenon that is known to increase precipitation in Indonesia. 
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Fig. 8. Combined SVD result between standardized consecutive wet days, Niño3.4 Sea Surface       

Temperature (SST), west IOD SST, and east IOD SST. 
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Fig. 9. Combined SVD result between standardized number of very heavy precipitation, Niño3.4 Sea      

Surface Temperature (SST), west IOD SST, and east IOD SST. 

For consecutive wet days, four modes are required to explain around 90% of the variance. 

However, both heavy precipitation and very heavy precipitation only necessitate three modes (as seen 

in Fig. 9). As these two indicators yield nearly identical joint patterns, the focus here is on the joint 

patterns from very heavy precipitation analysis, which exhibits clearer distinctions between affected 

areas. The 2nd joint pattern is analogous to the analysis of consecutive wet days. However, the 1st 

and 3rd dominant patterns from very heavy precipitation differ primarily in the temporal perspective. 

The temporal pattern of the 1st joint pattern indicates that the first dominant pattern predominantly 

affects the equatorial region with an equatorial precipitation pattern. The temporal pattern also 

exhibits a higher frequency of 6 months compared to 12 months, indicating that the first extreme 

precipitation pattern occurs during La Niña when the monsoonal region is in the dry season.  
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On the other hand, the period when both precipitations are in the wet season phase is illustrated 

by the 3rd joint pattern, featuring high-frequency periods of 6, 12, and 18 months. In the analysis of 

heavy precipitation and very heavy precipitation, joint patterns affecting areas with local precipitation 

patterns tend to disappear. Depending on the research objectives, this may lead to incomplete results. 

Unfortunately, both very heavy and extreme wet days' precipitations do not yield distinct joint patterns 

that can be analyzed clearly; hence these results are not presented in the analysis. 

4. DISCUSSION 

4.1. Drought and Forest Fire Risk 

ENSO and IOD are both well-established climate phenomena that influence precipitation patterns 

in Papua, especially during the June-July-October (JJA) and September-October-November (SON) 

seasons (Kurniadi et al., 2021). These phenomena, both individually and in combination, have been 

found to have positive correlations with decreased precipitation during El Niño and +IOD events, as 

well as increased precipitation during La Niña and -IOD events (Kurniadi et al., 2021). However, 

their impact during the December-January-February (DJF) and March-April-May (MAM) seasons 

remains less clear (Kurniadi et al., 2021). To minimize bias introduced by hotspots occurring during 

the wet season and being correlated with both ENSO and IOD, the forest fire models in this research 

focus on the period from June to November. 

The results of the forest fire modeling, using hotspots as fire indicators, confirm previous research 

by providing positive coefficients in the weight function that contribute to both spatial and temporal 

aspects. Notably, the weight function's coefficient (Eq. 17) reveals that forest fires in Papua, Indonesia 

is influenced by events beyond ENSO and IOD (represented by the constant coefficient), which are 

not explained in the analysis. The contributions of both ENSO and IOD are significant, especially 

when both phenomena occur simultaneously. However, the independent impact of ENSO/IOD is not 

higher than the obtained constant coefficient in the Eq. 17. This result aligns with previous research 

that showed a significant decrease in impact when ENSO/IOD is calculated independently (Kurniadi 

et al., 2021). The positive coefficient indicates that ENSO and IOD have a positive correlation with 

drought conditions, which, in turn, result in forest fire events in Papua, Indonesia. This positive 

correlation suggests that El Niño and +IOD events tend to decrease precipitation in the analyzed area, 

while La Niña and -IOD events are associated with increased precipitation in the analyzed area. In 

the spatial analysis using the Heterogeneous Correlation Map (HCM), the incorporation of the ENSO-

IOD weight function did not significantly improve correlation due to the high spatial correlation of 

raw data. Overall, this positive correlation confirms findings from previous composite analyses (Okta 

et al., 2018; Lee, 2015). 

The advantage of integration is evident in the temporal analysis through Lasso and Elastic Net 

regression, with the latter performing significantly better. Lasso struggles when dealing with a high 

number of variables compared to the number of observations. Moreover, the underperformance of 

Lasso indicates that forest fires in the observed grid are not solely the result of climate conditions in 

that specific region but are also influenced by the surrounding climate. While it is essential to reduce 

the number of significant variables to minimize bias in modeling, Lasso regression's removal of 

contributions from less important variables leads to a substantial decrease in model performance. In 

this context, the Elastic Net Regression (ENR) principle, which reduces the significance of less 

important variables and eliminates unimportant variable contributions, is better suited to represent the 

relationship between climate conditions and forest fires in the analyzed area. The performance 

improvement achieved through the integration of the ENSO index emphasizes that the high 

occurrence of fire counts in the analyzed area is primarily influenced by both ENSO and IOD. 

The performance gain is in line with previous research by Nikonovas et al. (2022), which 

achieved an accuracy of over 60% when focusing on areas primarily influenced by El Niño, including 

Papua, Indonesia. However, the limitation of the Nikonovas et al. (2022) model is its reduced 

performance in predicting areas influenced more by IOD or in years heavily affected by +IOD. This 

limitation can be mitigated by integrating IOD into the climate data, as done in this research using 
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Eq. 17 to improve predictability during IOD years, such as 2006 and 2019 (Fig. 4). As a time-series 

prediction model, the results of this research could serve as robust predictive models for estimating 

total monthly hotspot occurrences using climate information from the past three months. However, 

further research is needed to accommodate probabilistic predictions, smaller time scales, and spatial 

information for more accurate anticipations. Integrating both ENSO and IOD into a single model is a 

priority, given the increased frequency of combined El Niño and +IOD events since the 1960s (Xiao, 

Lo & Yu, 2022). 

 

4.2. Heavy Precipitation and Flood Risk 

Flood risk analysis has been previously conducted using precipitation-based indicators, 

especially when observed data is challenging to obtain (Guerrerio & Lajinha, 2007; Breinl et al., 

2021). In this context, the patterns and trends derived from such analysis are of great value to decision-

makers for efficient flood risk management and the development of preventive strategies to mitigate 

the impacts of floods (Olanrewaju & Reddy, 2022). The Papua region is known for its highly diverse 

heavy precipitation patterns throughout the year. For instance, Jayapura exhibits unique rainfall with 

consistent precipitation values year-round. It experiences a 17% increase in annual precipitation 

during La Niña and approximately a 13% decrease in precipitation during El Niño (Sarvina, 2023). 

Meanwhile, Merauke's annual precipitation differs by less than 4% during El Niño and La Niña, and 

Manokwari experiences a noticeable difference primarily during La Niña (around 13%) (Sarvina, 

2023). 

At first glance, El Niño appears to have a limited influence on the high precipitation levels in 

Papua, Indonesia, as corroborated by the findings in this research (Fig. 7). While El Niño affects low 

precipitation levels during the dry season, it does not have a significant impact on the higher 

precipitation associated with flood risk. Its influence is only slightly observed in consecutive wet 

days, the number of heavy precipitation events, and extreme wet days. Notably, there are no noticeable 

differences between normal conditions and El Niño in the number of very heavy precipitations and 

very wet day precipitation. These results indicate that during the wet season, which carries a higher 

flood risk, El Niño's impact is diminished by annual precipitation patterns in the analyzed areas, such 

as monsoonal and equatorial precipitation patterns. However, this does not imply that El Niño has no 

influence on the wet season in the analyzed area. 

Nurdiati et al. (2022) and Sarvina (2023) have shown that El Niño can prolong the dry season, 

resulting in a shorter wet season during El Niño years. The extent of this impact varies by city, with 

El Niño potentially reducing the duration of the wet season by up to 28% (e.g., Manokwari). Despite 

having a shorter wet season, the annual precipitation in Manokwari during El Niño differs by only 

2% compared to normal years (Sarvina, 2023). Conversely, a slightly longer wet season during La 

Niña can lead to significantly higher annual precipitation, such as a 7% extension of the wet season 

in Manokwari resulting in a 14% increase in annual precipitation. Consistent with the results of this 

research, La Niña tends to impact heavy precipitation in Papua, increasing the flood risk in the 

analyzed area. In contrast, the flood risk during El Niño does not decrease compared to normal years. 

This pattern is similar to the IOD's impact on flood risk in Papua, though it is less clear for both +IOD 

and -IOD. 

While there is no specific research that explains the IOD's impact on precipitation characteristics 

in Papua, Indonesia, the influence of IOD can be estimated based on previous research and a logic 

similar to that applied to ENSO's impact. Okta et al. (2018) showed that during JJA, both -IOD and -

IOD could increase precipitation in some regions of Papua while decreasing it in others, which is 

attributed to the different precipitation types in the region, as mentioned earlier. During SON, +IOD 

consistently decreases precipitation across all regions of Papua, whereas -IOD results in a wider range 

of impacts similar to those during JJA. Nevertheless, there is no significant correlation between 

precipitation and IOD during DJF and MAM (Okta et al., 2018). This is consistent with the results of 

this research, where IOD did not consistently impact precipitation distribution (Fig. 7). While +IOD 
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is positively correlated with the dry season and can extend its duration (Nurdiati et al., 2022), both 

+IOD and -IOD do not consistently affect higher precipitations. Both lead to an increase in the number 

of consecutive wet days, the number of heavy precipitations, and the number of heavy precipitations. 

The distributions of very wet day precipitations remain unchanged, while extreme wet day 

precipitations decrease, suggesting a reduced flood risk during both IOD phases. 

The inconsistent impact of IOD on precipitation continues in the joint pattern analysis. In two 

examples of analyzed variables, all spatial patterns of West IOD and East IOD in Fig. 8 and Fig. 9 do 

not exhibit distinct patterns resembling either +IOD or -IOD phases. In all precipitation types depicted 

in the joint patterns, none display a clear spatial pattern of IOD's Sea Surface Temperature (SST), 

indicating the unclear impact of IOD on flood risk in Papua, Indonesia. Nonetheless, further research 

is required using different approaches and data to confirm the results of this research. This is 

particularly important because there is an increasing need for global assessments of flood risks in both 

current and future conditions to mitigate the impact of global warming (Winsemius et al., 2013). 

5. CONCLUSIONS 

The impact of ENSO and IOD on forest fires and flood risk in various regions of Papua, Indonesia 

varies due to the multi-precipitation patterns in the area. The consistent influence of the warm phase 

of both phenomena allows for the estimation of forest fire risk in the analyzed area. By combining 

three months of climate conditions, this research model can predict total monthly hotspots with more 

than 90% accuracy using elastic net regression. The accuracy of the estimation increases when ENSO 

and IOD indexes are integrated into the climate conditions, specifically in the dry spell. The 

integration concept is based on maximizing the positive correlation between climate conditions and 

forest fire indicators, as well as the positive correlation between ENSO and IOD indexes with the dry 

season, which leads to an increased forest fire risk in the analyzed area. With this level of accuracy, 

the model in this research can serve as a foundational model for robust prediction models to estimate 

monthly hotspots in Papua, Indonesia. However, it still needs further development to provide spatial 

and probabilistic information for hotspot estimation. Since forest fires in Papua, Indonesia primarily 

occurs in Merauke, future research can narrow down the analyzed area and use a combination of 

climatology stations and satellite data if feasible. 

While the warm phase of ENSO and IOD consistently correlates positively with the dry season, 

both the cold phases of ENSO and IOD do not significantly impact heavy and extreme precipitation 

indicators in the analyzed area. Although La Niña tends to elongate the wet season duration in specific 

regions, the annual total precipitation during La Niña years is not significantly different from normal 

years. In an even more inconsistent manner, both +IOD and -IOD tend to increase the probability of 

higher heavy and extreme precipitation indicators in probability analysis. This inconsistent behavior 

is observed across all three precipitation patterns in Papua, including monsoonal, equatorial, and local 

precipitation patterns. However, the research addressing the impact of IOD on precipitation variability 

in Papua is limited, and most studies encompass wider areas rather than focusing on Papua, Indonesia. 

Therefore, further research is needed using different approaches, data sources, and perspectives to 

clarify the impact of IOD on flood risk in Papua. While ERA5 data accuracy has improved in recent 

years, different reanalysis precipitation data may perform differently depending on the analyzed area. 

As one of the wettest regions globally, the risk of flooding in Papua requires heightened attention 

since extreme weather events, whether related to ENSO/IOD or not, are predicted to occur more 

frequently as a consequence of global warming. This applies not only to La Niña years but also to El 

Niño years, which have a probability of higher precipitation similar to normal years. 
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ABSTRACT :   
An effort to maintain roads still in condition in Mataram City required maintenance even 

reconstruction. Related matter that, necessary information fast about condition surface road. This is 
important so can make decisions in handling the road. Information in the form of a map showing the 

condition and location of road damage is very helpful in speed of handling. Making maps relies heavily 

on data readiness to calculate road damage. Using application Mobile Mapping System (MMS) for 
damage data collection through photo tagging and Geographic Information Systems (GIS), can speed 

up making maps. The method used in the analysis of damaged roads is method Surface Distress Index 
(SDI). Based on the application This obtained the type of damaged road and at the same time position 

with synchronization location using GPS. The result of is novelty study is a map condition of surface 
roads in the city of Mataram spread out over 6 sub-sub-districts It is in condition good until damaged 

heavily. Based on the total length of Mataram City roads (312,529 km), the conditions and handling 
patterns provided are: (1) Good (85%): Routine maintenance (light green); (2) Medium (9%): Light 

rehabilitation (green); (3) Minor damage (3%): Heavy rehabilitation (yellow); and (4) Heavy damaged 
(3%): Reconstruction (red).  

  

Key-words: GIS, Mobile Mapping System, Surface Distress Index, Rehabilitation, Reconstruction, 
Maps Information  

1. INTRODUCTION  

Road service performance decreases as the road ages, until one day the road surface becomes 

disturbed. Road damage is a condition where a road is damaged unable to serve traffic optimally (D, 

Sharma and Gogi, 2022). Driving comfort and safety are affected due to damage such as roads holes, 

cracks and collapses (Van Der Horst, Lindenbergh and Puister, 2019). So, maintenance is something 

that needs attention so that roads have an excellent level of service for accessibility between regions.  

Along with the speed of the development program, it is demanded speed in readiness information. 

When the road management agency will to repair damage, clear information is needed regarding the 

type of damage so that effective action can be taken. The data obtained must be accurate (valid) and 

precise (reliable) in order to obtain information that meets needs (Kabir, 2016). Because of this, a lot 

of research has been carried out regarding the detection of road surface damage using image 

processing techniques, resulting in quite high detection accuracy (Maeda et al., 2018). Automatic 

detection with a focus on identifying road damage is a challenging topic in road maintenance (Zhang 

et al., 2022). Road conditions must be known for maintenance purposes by conducting field surveys 

in the form of information maps. However, surveys require a long time and a large number of 

personnel if there are a large number of roads or areas. Effective data acquisition techniques are needed 

with minimal effort and time to obtain maximum spatial data requirements (Furlaneto, Santos and 

Hara, 2012).   
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The main process is Geographic Information System (GIS) -based asset mapping and geospatial 

analysis (Azeem et al., 2020). This is where the Mobile Mapping System (MMS) method emerged 

which utilizes instrument development in mapping activities. MMS is increasingly used among 

technologies in the context of mobile platforms, combining sensors and measurement systems 

designed to provide a 3D position of the platform and, at the same time capable of obtaining 

geographic data without the help of control points in the field (Dardanelli et al., 2015). MMS is a 

mobile platform and uses a Direct Georeferencing System (DGS) and remote sensors for the 

synchronization process, connecting with time, data, and to obtain the position and orientation of the 

platform. This MMS is able to provide fast, efficient, cost-effective and complete data collection. Its 

development was motivated by the desire to overcome this problem with alternative methods of 

collecting spatial data (El-Sheimy, 2005).  

Spatial modeling is a GIS product that can be used as a reference in developing future policies 

for effective spatial management (Antomi et al., 2023). The use of sensors in mapping and GIS 

applications is becoming very interesting. This was triggered by the progress achieved in the Mobile 

Multi-sensor System with the concept of multisensory integration and aspects of its implementation.  

These advances are in terms of sensor resolution, data speed and operational flexibility (El-Sheimy, 

2000). The use of MMS for data acquisition and updating in road management with a spatial 

framework system is used in Switzerland. This simple system is very efficient for data retrieval. This 

system is an evolution of survey techniques and technology in the form of the development of a low-

cost mobile mapping system (Gilliéron et al., 2001). The evolution of MMS has received attention 

because it was facilitated by the availability of low-cost sensors (Taymanov and Sapozhnikova, 2020), 

advances in computing resources, maturity of mapping algorithms, and the need for accurate and on 

demand GIS and digital map data (Elhashash, Albanwan and Qin, 2022). The advantages provided by 

MMS include: 1) it can be applied to areas that are difficult to access by terrestrial surveys; 2) produce 

data that can be processed in the office; 3) has variable parameters and flexible data acquisition; 4) 

requires a relatively short time; 5) have accurate data quality including altitude information; and 6) 

reducing field work (Madeira, Gonçalves and Bastos, 2013). This method is effective and practical in 

recording road conditions and inventory data. The data obtained from MMS is processed using 

software called tracker, then analyzed using the SDI method. The results of SDI calculations are 

integrated into GIS to obtain spatial information data. This activity carries out the creation of products 

in the form of information system applications. This product utilizes GIS technology. The information 

system displays road conditions which are used as reference information to facilitate government 

work. In this case it can be used in planning, checking and programming road conditions periodically 

and continuously.  

The government needs new breakthroughs in accelerating road management and repair. The 

application of MMS and GIS to prepare road condition maps is one option because it provides 

acceleration in data collection. Research that offers high productivity with a combination of navigation 

and videogrammetry tools (Ishikawa et al., 2006), minimizes the personnel energy used in field data 

collection. Flexible use of vehicles in field data collection results in reduced survey costs. This method 

obtains photo data with coordinates so that it is precisely at the location of the road damage. 

Furthermore, the data can be analyzed using the Surface Distress Index (SDI) method to obtain the 

type of damage that occurred, such as good, moderate, light and heavy damage (Hamdani and 

Pujiastuti, 2022).  

The urgent need for road maintenance management means MMS must be chosen to be applied 

for data collection. The combined navigation system displays of GPS Dead Reckoning, GPS-Gyro 

Inertial Measurement Unit, laser scanner, camera, and measurement data logger with high accuracy, 

can measure the center and side lines of the road (Ishikawa et al., 2006). The GPS receiver works in 

point positioning mode, with deviations of several meters in planimetry and even higher altitudes. This 

accuracy is not sufficient to be representative for creating or updating large-scale road network maps 

(Baiocchi, Domenica and Vatore, 2017), integration with other applications is required. This can speed 

up the acquisition of information on road surface conditions when making maps.   
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This map is very useful in road maintenance management as a treatment database. Information 

from this map is used as a reference in selecting handling locations for preparing the Detail 

Engineering Design (DED). This research needs to be carried out to anticipate damage handling in 

order to maintain stable road conditions. The availability of accurate and up-to-date data on the 

condition of all road sections in the database system is very helpful for related parties in preparing 

road plans properly.   

2.  RESEARCH METHODS  

2.1. Research area location data  

Research was conducted on all roads in Mataram City, Lombok Island, Indonesia. Fig. 1 shows 

a map of the research location.  

  

Fig. 1. Map of the Mataram City Road network spread across 6 sub-districts, current condition.  

2.2. Equipment, work methods and approaches  

Data collection was carried out by surveying road conditions using the MMS method, which is 

one option to speed up data collection. Data collection using the MMS method can be used as a 

reference for assessing the initial condition of road damage. The tool used is a multisensor system 

application modified from several components placed on a motorbike for mobile data collection (see 

Fig. 2).   
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The selection of sensors for such systems clearly depends on system requirements, such as 

accuracy, reliability, operational flexibility and application range. The data acquisition module contains 

navigation sensors and imaging sensors. Navigation sensors are used to solve georeferencing problems. 

Different systems on general navigation. This combination offers considerable redundancy and does 

not require additional sensors for reliability purposes. The addition of an odometer type device for 

short-range applications is necessary for operational reasons, for example maintaining a constant 

distance between camera exposures. The data acquisition module must be designed with the 

application and transport vehicle in mind.  

MMS has become an emerging trend in mapping applications because it allows the application 

of task-oriented geodetic concepts at the measurement level (El-Sheimy, 2000). These systems have 

a common feature in which the sensors required to solve a particular problem are installed on the same 

platform. By accurately synchronizing data streams, solutions to specific problems can be achieved 

using data from a single integrated measurement process. Mission integration results from a number 

of discontinuous measurement processes and the inevitable errors inherent in those processes are 

avoided. This results in conceptual clarity, task-oriented system design, and data flow optimization. A 

more important application that offers the potential for real-time solutions in many cases.  

The MMS measurement trend is driven by the demand for fast, cost-effective data acquisition 

and the development of technologies that meet this demand. Two developments are particularly 

important in this context: Digital imaging and precision navigation. Digital imaging sensors greatly 

reduce data processing efforts by eliminating the digitization step. The relatively cheap price of digital 

frame cameras is the reason for their redundancy as a primary design tool (Elhashash, Albanwan and 

Qin, 2022) (Madeira, Gonçalves and Bastos, 2012) (Hassan et al., 2006).   

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

Fig. 2. A set of road condition survey equipment. 
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In the form of pushbroom scanners, they provide an additional layer of information, which is not 

available from optical cameras. Because the results are available in digital form, combining the data 

with imaging data is easy and real-time applications are in principle possible. Operational flexibility 

is improved in all cases where a block structure is not required. Costs will be greatly reduced, 

especially in areas where little or no ground control is available (Ellum and El-Sheimy, 2000). Current 

accuracy is sufficient for many mapping applications (Chiang, Tsai and Chu, 2012).  

A consideration for its use for mapping applications that use digital frame cameras, push sweep 

scanners, or laser scanners as imaging components is the incorporation of the concept of georeferenced 

images as the basic photogrammetric unit. Each image with its georeferenced parameters, namely 

three positions and three orientations, can be combined with other georeferenced images of the same 

scene using geometric constraints. The parameters of each image are obtained directly through 

independent measurements. The direct method does not require connectivity information in a single 

image block to solve the georeferencing problem. So that can offer much greater flexibility.  

2.3. Data collection  

Surveys are carried out using photo tagging which produces photos with coordinates attached to 

the documentation data. This data can be depicted on a GIS map to make it easier to check field 

conditions.  

The process of collecting field data begins with preparing equipment from the MMS tool, namely 

a set of camera equipment integrated with GPS. The condition of the vehicle used for the survey must 

also be in good condition (Ellum and El-Sheimy, 2000) (see Fig. 2). Road condition inspection form 

to record special conditions on the road surface. The survey was carried out on the road section from 

the start point to the end point of the road section.  

The application is carried out starting from small kilometer benchmarks to large kilometer 

benchmarks. Survey officers observe road conditions from vehicles traveling no more than 30 km/h 

and fill out the specified supporting form. Survey officers determine conditions that are representative 

of the 200m road section surveyed. In special conditions and cannot be observed from the vehicle, the 

survey officer must get out of the vehicle and carefully observe the road conditions and take 

measurements of the existing damage.  

2.4. The analysis method to determine the type of damage that occurred is to use the SDI 

method  

Surface Distress Index (SDI) is used to provide an assessment of road pavement conditions. This 

value can be used as a reference in maintenance efforts (Hamdani and Pujiastuti, 2022). The analysis 

uses data from visual observations using data from photo surveys using the MMS method. The 

operator fills out the form then enters it into the SDI table to process road segment data which is 

divided into several segments (Direktorat Jendral Bina Marga, 2011).  

Pavement assessment consists of (Direktorat Jendral Bina Marga, 2011): 1) Pavement surface 

condition, 2) Cracks, 3) Other damage. Pavement surface assessment consists of: a) Surface arrangement 

conditions (Table 1), b) Pavement surface condition (Table 2), c) Value based on surface settlement area 

(Table 3)   

A patch is a pavement surface condition where holes, slopes and cracks have been repaired and 

leveled with asphalt and stone or other aggregate materials. Calculations are made based on the 

percentage of patch area to the total road surface area along 200 m (Direktorat Jendral Bina Marga, 

2011) (see Table 4. Value based on patch area).  

Surface subsidence is a local decrease in an area of pavement that usually occurs in an erratic 

form. Included in the reduction category is a reduction in vehicle wheel load marks. The calculation 

is based on the percentage of area that has decreased to the total surface area along 200 m (Direktorat 

Jendral Bina Marga, 2011) (see Table 5. Value based on crack area).  
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Table 1.  Struture surface conditions. 

Surface 

condition 
Explanation  Value  

Good/ meet/  

dense  

Smooth and even, like a new coating from what was mixed in a mixing place, for 

example a layer of asphalt concrete. The small stones visible on the surface are 

well arranged in the binder.  

1  

  

  

Rough  Rough with stones that stand out compared to the binding material (asphalt)  2  

 

Table 2.  Pavement surface condition. 

Surface 

condition 
Explanation  Value  

Good  The road surface is flat without deformation or slope  
1  

Excessive 

asphalt  

The road surface is smooth, shiny, and there are no visible rocks. On hot days, this 

type of surface becomes soft and sticky  
2  

Leave  

This situation occurs on pavement surfaces where there is a lot of asphalt binder 

that does not bind the stone aggregate so that a lot of stone comes loose without 

the asphalt binder.  

3  

Destroyed  

The road surface was destroyed and almost all of the asphalt binder was missing. 

There are lots of loose rocks of various sizes on the road surface and it looks like 

a gravel road with a little bit of the surface still paved.  

4  

 

Table 3. Value based on surface settlement area.  Table 4. Value based on patch area. 

Settlement area Value    

  

  

  

             

Patch area  Value  

None  1  None  1  

<10%  2  <10%  2  

10 - 30%  3  10 - 30%  3  

>30%  4  >30%  4  

 

Crack Width is the distance between two crack areas measured on the pavement surface. Crack 

assessment includes (Directorate General of Highways (Direktorat Jendral Bina Marga), 2011): a) 

crack area (Table 5), b) crack width (Table 6), c) type of crack (Table 7). Cracked Area, is the area 

of the road surface that has cracks, calculated as a percentage of the surface area of the 200 m surveyed 

road section. The value of the crack area factor can be seen in Table 5.  

Table 5. Value based on crack area.  Table 6. Value based on crack width. 

Crack area  Value    

  

  

  

  

Crack width  Value  Condition  

None  1  None  1  -  

<10%  2  <1mm  2  Good  

10 - 30%  3  1 – 3mm  3  At the moment  

>30%  4  >3mm  4  Wide  

                                                                                                                                                           

Table 7. Value based on surface crack type.  

Crack Type  Explanation  Value  

None  -  1  

Not-connected -  2  

Interconnected 

(wide area)  

These interconnected cracks form a pattern with a wide area including 

transverse and longitudinal crack patterns  
3  

Interconnected 

(narrow field)  
Interconnected cracks form patterns with narrow or small areas, including 

crocodile skin cracks and similar cracks.  
4  
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Table 8. Value based on the number of holes.  Table 9. Value based on the width and depth 

of the hole. 

Number of holes Value    

  

  

  

  

Width and depth  Size  Value  

None  1  Small  < 0.5m  1  

<10/200m  2  Wide  ≥ 0.5m  2  

10 – 50/200 m  3  Shallow  < 0.5cm  3 

>50 / 200 m  4  Depth ≥ 0.5cm  4  

  

Other damage assessment includes (Directorate General of Highways (Direktorat Jendral Bina 

Marga), 2011): a) Holes, namely the number of holes (Table 8), width and depth of the hole (Table 9) 

and b) wheel marks (Table 10). The number of holes on the road surface surveyed was 200 m long. 

The hole size is an estimate of the average hole size representing a 200 m long surveyed road section.  

 

Table 10.  Value based on wheel marks.                                                                                         Table 11. Surface Distress Index Value (SDI Value). 

Wheel marks Value    

  

  

  

  

Road Conditions  SDI  

None  1  Well (W)  <50  

< 1cm  2  Moderate (M)   50 – 100  

1 – 3 cm  3  Light Damage (LD)   100 – 150  

>3cm  4  Heavy Damage (HD)   > 150  

 

Wheel ruts are depressions that occur on the road surface due to the weight of vehicle wheels. 

Vehicle wheel arches can be in the form of protrusions and rutting that are widely distributed on the 

road surface.  

From the results of the observations above, values are obtained for each type of damage 

identified. The road condition value is obtained by adding up all the values of pavement damage that 

occurred. It can be seen that the greater the cumulative damage number, the greater the value of the 

road condition. This means that the road is in poor condition and requires better maintenance (Setiadji, 

Supriyono and Purwanto, 2019).  

For the SDI method calculation, there are 4 main variables which will later be included in the 

calculation, namely the percentage of crack area (%), average crack width (mm), number of holes per 

200 m and average rutting depth (cm). The SDI index calculation is carried out in an accumulation 

manner based on road damage so that road conditions can then be determined as shown in Table 11.  

The stages in calculating the SDI value carried out are: 1) Determining the initial SDI1 based on 

the total area of cracks, 2) Determining SDI2 based on the average crack width, 3) Determining SDI3 

based on the total number of potholes, 4) Determine SDI based on average depth of vehicle wheel 

rutting. The SDI1, SDI2 , and SDI3 values are obtained from Table 12.  

  

Table 12.  The SDI value is based on the Total Crack Area, Average Crack Width, Number of Holes and 

Average Wheel Depth. 

SDI 1 SDI 2 SDI3 SDI is based on 

rutting depth 

None  None  None  None  

Crack area: <10% = 5  

Average crack width: 

Fine <1 mm; SDI2 = 

SDI1  

Number of holes: <10  

/200m;  

SDI 3 = SDI2 + 15  

Rutting depth: <1 cm; 

X=0.5; SDI=SDI3+5*X  

Crack area: 10-30%=20  
Average crack width: 

Med 1-3 mm; SDI2 = 

SDI1  

Number of holes: 10 - 

50/200m;  

SDI 3 = SDI2 + 75  

Rutting depth: 1-3 cm; 

X=2; SDI = SDI3+5*X  

Crack area: > 30% = 40  

Average crack width:  

Width>3 mm;  

SDI2 = SDI1 *2  

Number of holes: > 50  

/200m;  

SDI3 = SDI2 + 225  

Rutting depth: > 3 cm; 

X=5; SDI = SDI3+4*X  
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2.5. Method for drawing road condition maps  

Road damage conditions obtained from SDI calculations are mapped using GIS to make it easier 

to see the distribution of road conditions. The map is drawn by combining the results of calculating 

road conditions (with SDI) and location (with GPS). In this road survey, the navigation system is 

satellite-based to notify users of its location, namely with GPS. By combining the system with the 

equipment used, geospatial data used during tracking can be recorded based on certain coordinates 

(waypoints). Waypoints can be used to identify the start and end locations of a section, intersection 

points, locations of culverts, bridges and other objects whose coordinates are considered important for 

storage.  

GIS in principle, it is a special information system that is used to process geographic data (spatial 

data) to produce information. GIS data consists of spatial (location-based) and non-spatial (attribute) 

data that are interconnected (integrated). GIS is a computer system for capturing, storing, examining, 

and displaying data relating to positions on the earth's surface. By connecting seemingly unrelated 

data, GIS can help individuals and organizations better understand spatial patterns and relationships. 

By analyzing and visualizing data, GIS helps individuals and organizations uncover patterns, trends, 

and relationships that might not be apparent when looking at the data individually. With this concept, 

spatial data in the form of road locations is integrated with road damage conditions according to the 

survey location. All of these combinations will depict a map of pavement surface conditions 

throughout the research area, namely Mataram City, Indonesia.  

3. DATA ANALYSIS AND RESULTS   

3.1. Data collection results  

Data on road surface conditions in Mataran City was taken using the MMS method. Examples of 

survey data collection results can be seen in Fig. 3, location of the Jalan Batu Bolong section (Mataram 

Sub-district) and Fig. 4, location of the Jalan Karang Duntal section (Sandubaya Sub-district).  

Images of road surface conditions were taken at every 25-meter distance.  

 

Fig. 3. Photo results of the road surface using the MMS method for the Batu Bolong section.  

    

    

1 

  

3 

  

2 
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Fig. 4. Pictures of Road Surface Conditions on Jalan Karang Duntal.   

  

3.2.  Analysis of road surface damage conditions using the Surface Distress Index (SDI) method. 

Detailed calculation of road surface conditions using the SDI method, based on data collection 

(photos of road surface conditions) using the MMS method. The surface conditions of the Batu Bolong 

Road Section (Mataram Sub-district) and the Karang Duntal Road Section (Sandubaya Subdistrict) 

are based on data taken using the MMS method as in Fig. 3 and Fig. 4. These road sections are divided 

into several segments with a length of 200 meters. Based on the appearance of the road surface, the 

condition of the road surface can be calculated. Including the type of damage due to photo tagging, 

as road condition data. Road condition data is then used to obtain SDI.  

a)  Example of SDI calculation for Jalan Batu Bolong Road Section I (0+000 – 0+200):  

Based on the results of photo documentation using the MMS method (see Fig. 3), it shows that 

the composition of the asphalt pavement is smooth and even, in Table 1 the value is 1. Based on 

Table 2 the condition value is 1 (flat surface, without changes in shape). Visually, the condition 

is good, where there are no: subsidence, road surface spots, cracks, so the overall value is 1 based 

on Table 3-9. There were no holes and rutting found on this section of road, so the value of other 

damage was 1.  

The calculation of SDI values based on Table 12 is:  

• Establish initial SDI1 based on total crack area: None, SDI1 = 0  

• Set SDI2 based on average crack width: None, SDI2 = 0  

• Set SDI3 based on number of holes: None, SDI3 = 0  

• Determine SDI based on average wheel rutting depth: No rutting conditions were found on 

the surveyed road sections, so the SDI value = 0. SDI value < 50, based on Table 11, shows 

the road surface is in Well (W) condition.   

b)  Example of SDI calculation for Jalan Karang Duntal Road Section (0+000 – 0+200):  

Based on the results of photo documentation using the MMS method (see Fig. 4) it shows the 

composition of asphalt pavement in rough condition, value 2 (based on Table 1).   
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The condition of the aggregate occurs loosely on the road pavement, based on Table 2, the 

value of condition 3 is obtained. There is no visible decrease in visual documentation, on direct 

observation, the settlement is less than 10%, based on Table 3, the value of condition 2 is obtained. 

There are no visible patches on the road surface, based on Table 4 condition value 1. There are 

cracks with an average crack width of more than 3 mm (value 4, Table 6) which are 

interconnected (Table 7, value 4) and the crack area is more than 30%, based on Table 5 the 

condition is found value 4.  

Other damage that occurred as seen between 10-50 holes (value condition 3, Table 8) with 

an average size of more than 0.5 m with a shallow depth based on Table 9 obtained a value 

condition of 4.  

The calculation of SDI values based on Table 12 is:  

• Establish initial SDI1 based on total crack area crack area: > 30%; SDI1 = 40  

• Set SDI2 based on average crack width: Width > 3 mm; SDI2 = SDI1 x 2 = 40 x 2 = 80  

• Set SDI3 based on Number of Holes Number of holes: 10-50/200 m;  

SDI3 = SDI2 + 75 = 80 + 75 = 155  

• Determine SDI based on average wheel rutting depth: No rutting conditions were found on the 

surveyed road sections, so the SDI value = 155. SDI value > 150, based on Table 11, shows 

the road surface is in Heavy Damage (HD) condition. 

Complete calculations of all road sections are carried out in tables using the Excel application. 

Examples of SDI calculations for the Karang Duntal Road Section (shade) in Sandubaya Sub-district 

and the Batu Bolong Road Section (shade) in Mataram Sub-district can be seen in Table 13.  

Recapitulation of road condition calculations based on the results of road condition surveys 

using MMS and data analysis using the SDI method shows that the road condition values for 312,529 

km are in the well category (85%), 32,225 km are in moderate condition (9%), light damage 

conditioned along 13,799 km (3%) and heavy damaged along 11,296 km (3%). Details of the results 

for each sub-district are presented in Table 14.  

  

Table 14. Results of analysis of road conditions per sub-district in Mataram City. 

Condition 

Sub-district 

Sandubaya 

Sub-district 

Cakranegara 

Sub-district 

Mataram 

(km) (%) (km) (%) (km) (%) 

Well  36,887 86 67,155 91 55,737 88 

Moderate  3,214 8 4,757 6 4,822 8 

Light Damage  2,208 5 1,910 3 2,152 3 

Heavy Damage  374 1 161 0 613 1 

Condition 

Sub-district 

Selaparang 

Sub-district 

Ampenan 

Sub-district 

Sekarbela 

(km) (%) (km) (km) (%) (km) 

Well  47,609 84 53,037 84 41,344 73 

Moderate  4,172 7 7,542 12 7,117 13 

Light Damage  3,160 6 2,104 3 1,874 3 

Heavy Damage  1,726 3 631 1 6,120 11 

  

 

3.3.  Synchronization analysis of road positions into GIS maps  

From condition data obtained using MMS and analyzed using the Surface Distress Index (SDI) 

method, the condition of road surface damage in Mataram City was obtained. Furthermore, the 

conditions and types of road treatment are regulated in Fig. 5. The conditions and treatment patterns 

provided are: (1) Well: Routine maintenance (light green); (2) Moderate: Light rehabilitation (green); 

(3) Light damage: Major rehabilitation (yellow); and (4) Heavy damaged: Reconstruction (red).   
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 Selaparang Sub-district  Ampenan Sub-district  Sekarbela Sub-district  

Fig. 5. Map of road conditions in 6 sub-districts in Mataram City based on SDI calculation results.  

 

4. DISCUSSION  

4 .1.  Speed, precision and accuracy of the MMS method in obtaining data on road surface 

conditions  

MMS is a new method to speed up the measurement process with positional accuracy and 

dimensional accuracy values that meet the accuracy criteria (Teo, 2018) provided in the Urban Road 

Geometry Inventory Survey Guidelines by the Ministry of PUPR. The use of web-based information 

system technology created using secondary data in the form of data obtained using MMS, sub-district 

administrative boundary data, and road section list attribute data, can make it easier for the government 

and the public to obtain information about roads. conditions more effectively. MMS can obtain a road 

database with a combination of navigation tools, and videogrammetry, validly and effectively with a 

location error within 100 [mm] even on sloping roads (Ishikawa et al., 2006). This becomes evident 

when the validation results carried out in field conditions match the results of the images produced 

with MMS.  

4.2. Map depiction of road surface conditions as a guide for road maintenance management  

The novelty of this research is determining treatment priorities based on the level of road damage 

by integrating the MMS method with the Surface Distress Index (SDI) method to obtain a data base 

in the form of a road pavement condition map.  

Based on survey results using tagging photos, photos are produced with coordinates attached to 

the documentation data, which can be depicted on a GIS map, to make it easier to check existing field 

conditions. This GIS map can also show the connectivity of City roads with higher status road 

networks. Data from GIS maps can also display information on existing road conditions with attribute 

tables containing section numbers, road section names, road section lengths and display condition 

maps according to existing conditions in the field (see Fig. 6).  

      

Sandubaya Sub - district   Cakranegara Sub - district   Mataram Sub - district   
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Fig. 6. Image of phototagging display in GIS.  

The pattern for handling any road damage is, if the road is in good condition, routine road 

maintenance is still carried out, for roads in moderate condition, light rehabilitation is carried out, and 

for lightly damaged roads, heavy rehabilitation is carried out. exit or periodic maintenance of damaged 

roads and conditions. Massive handling of road repairs or road reconstruction is carried out in order 

to return the road to its original function (See Fig. 5).  

5.  CONCLUSIONS AND FUTURE WORK  

Conclusions based on the discussion of the analysis results are as follows:  

1) MMS produces photos that show the type of road damage and its location (along with coordinates), 

so that it can be used as a reference for initial assessment of road surface conditions.  

2) Recommendations for handling each road section refer to maps produced based on MMS data 

using the Surface Distress Index (SDI) method. The handling pattern is in the form of routine 

maintenance carried out on roads in good condition. On lightly damaged roads, light rehabilitation 

treatment is carried out. On damaged roads, massive rehabilitation is carried out (periodic 

maintenance). Meanwhile, repairs (reconstruction) are carried out if the road is in a heavy damaged 

condition. This is done to restore the function of the road.  
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ABSTRACT: 

Unmanned aerial vehicles (UAVs) are nowadays considered a technology with high development 

potential. UAVs in the photogrammetric field offer the advantage and possibility of reaching and 

covering even inaccessible areas of territory with extreme simplicity and in a relatively short time; 

their contribution has become of fundamental relevance in various fields, including precision 

agriculture, 3D modeling and security purposes. 

UAV evolution in recent years has been enhanced by the growing development of miniaturized sensors 

(optical and LiDAR - Light Detection and Ranging) and by the availability of increasingly efficient 

navigation systems that integrate inertial systems (IMUs), digital compasses, gyroscopes, GNSS 

(Global Navigation Satellite System) and GNSS-RTK (GNSS Real Time Kinematic) receivers. 

In this paper a procedure for security control operations of an area through UAV survey is presented 

and the possibilities offered by the latest generation of drones in the field of security are analyzed. For 

this purpose, the presence of objects and people on a building roof are simulated and three surveys 

have been carried out with different types of drones (with or without GNSS RTK) and sensors (optical 

or LiDAR). The two models obtained by optical images were processed with photogrammetric 

algorithms; finally, the two optical and LiDAR point clouds were compared in the open-source 

software CloudCompare using Cloud to Cloud (C2C) command, which allows to calculate the three-

dimensional components of the distances between the reference point cloud and the individual points 

of the other cloud. The results clearly show the identification of people and objects introduced in two 

of the three surveys performed. 

 

Key-words: UAV, SFM, UAV-LiDAR, security, GNSS. 

1. INTRODUCTION 

Unmanned Aerial Vehicles (UAV), or more simply drones, are establishing as one of the most 

rapidly developing technologies in recent years (Kovanič et al. 2023). As evidence of this, a few years 

ago the Massachusetts Institute of Technology (MIT), considered by many to be the most authoritative 

university in the field of technology, highlighted the UAV in its annual ranking of technologies with 

the greatest development potential. The contribution of this technology has become of fundamental 

relevance in various fields, including precision agriculture (Tsouros et al. 2019; Kim et al. 2019; Del 

Cerro et al. 2021; Zottele et al., 2022), architectural and environmental applications (Achille et al. 

2015; Venturi et al. 2016; Romeo et al., 2019; Petropoulos et al., 2021), 3D modeling (Cavalagli et 

al. 2020; Zollini et al 2020; Baiocchi et al. 2017; Pepe et al., 2022), early damage assessment 

(Dominici et al. 2017; Baiocchi et al. 2013; Baiocchi et al. 2014), archeological survey (Alessandri et 

al. 2022; Ballarin et al., 2015) and security purposes (Gurturk et al., 2023; Sivabalaselvamani et al. 

2022; Namburu et al. 2023; Kolster et al. 2022). 
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Their evolution in recent years has been due to the increasing availability of navigation systems 

that integrate inertial systems (IMUs), compasses, gyroscopes and GPS/GNSS (Global Positioning 

System/Global Navigation Satellite System) receivers, inexpensive and miniaturized.  

The first drones were born with optical camera and a point positioning GNSS receiver on board, 

in this configuration the reconstruction of 3D model is based on SFM - Structure From Motion 

algorithms (photogrammetric approach) and, therefore, the images are oriented using some control 

points (Ground Control Point – GCP) for reconstructing the position and attitude of the drone. 

Furthermore, the elaboration of optical data to obtain the point cloud require a considerable processing 

time. 

A further important development of UAV technology has begun to affirm recently and concerns 

the positioning method using GNSS RTK receivers (Ekaso et sl. 2020; Eker et al. 2021), which allows 

the positioning of the vehicle to be processed with differential corrections and not simply point 

positioning. This brings the GNSS mounted on drones to have an improved accuracy from a few tens 

of meters (without RTK) to potentially a centimeter (with RTK) (Varbla et al. 2021).  

The use of a precise GNSS RTK system has the great advantage of being able to perform surveys 

without having to detect the Ground Control Points (GCPs); this is an important aspect when the times 

to carry out the survey must be quick and when accessibility to the study area is not guaranteed. 

Moreover, the possibility of using RTK receivers on the drone has also allowed the creation of 

drones with laser or LiDAR sensors (Torresan et al. 2018), and this is because in the LiDAR drone 

each point is acquired in a different instant and therefore it would not be possible to use GCPs to 

position the survey correctly.  

Drones with LiDAR sensors allow to reconstruct clouds of three- dimensional points as well as 

optical images that can be obtained using software based on SFM algorithms. 

The LiDAR has the following advantages:  

1) no processing time to compute the points cloud which is already the native product 

downloaded directly from the drone; 

2) possibility to operate even at night, in the fog, in the mist or in the presence of smoke; 

3) possibility of acquiring the vegetable covers and the solid objects images in several 

separate echoes allowing in practice to see under the trees, shrubs or other plant 

coverings.  

4) possibility, still under development, of acquiring water depth in the first meters in the 

lakes, rivers and sea water (Mandlburger et al. 2020) with the so-called "green light" 

laser scanning. 

It is easy enough to imagine that all the stated characteristics of LiDAR drones make them 

particularly interesting for security control operations. 

The main objective of this paper is thus to study and evaluate the possibilities offered by the latest 

generation of drones in the field of security. The specific purpose of this experiment was to evaluate 

the ability of the latest generation of drones (LiDAR with RTK positioning) to identify people and 

objects even in low visibility conditions such as in the presence of trees and/or at night For this 

purpose, three different surveys were carried out with different types of drones and sensors, the 

presence of objects and people on a building roof within the survey area was simulated. 

2. STUDY AREA  

The area of the survey is quite large, about 63 hectares, and with variable morphologies which 

include buildings, an internal road network and a small port area (Fig. 1a). The time required to survey 

the entire area is about 30 minutes per drone, i.e. about three hectares per minute but this must be 

considered as a very indicative information because it depends on various factors and on the specific 

characteristics of drones and sensors, always in constant evolution. 

The experimentation was conducted on a smaller area, within the overall area, containing a series 

of buildings developed on several levels (Fig. 1b). On the test area we proceeded to simulate the 

introduction of two or three people of average height (1.75 cm) plus three medium-sized bags 
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including two backpacks and the case of one of the drones (DJI Phantom 4 pro) which is the only 

rigid bag of the three, with dimensions 20.32 * 30.48 * 36.8 cm. (Fig. 1c). 

In the surveyed area 5 Ground Control Points (GCPs) have been identified (Fig. 1a), they are 

necessary to orient the three-dimensional model and evaluate the precision of georeferencing 

(Costantino et al., 2022). It is important to underline that the complexity of the area analyzed has 

allowed the acquisition of a small number of points and in a non-ideal conformation. 

 

 
 

(a) 

 

 

(b) (c) 
Fig. 1. (a) Location of the study area and point cloud of the whole area obtained with the photogrammetric 

survey; the points represent the GCPs measured (EPSG: 6708); (b) Point cloud of the sub-area used for the 

simulation; (c) The three bags used for the simulation 

3. DATA AND METHODS 

3.1. Sensors and methods  

The simulation involved the use of various types of drones and sensors to test their possible use 

for security purposes. Since it was decided to test drones with optical acquisition, it was necessary to 

acquire the images during the day; the most interesting sensor for these purposes is the LiDAR sensor 
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mounted on an RTK drone for which daylight is not required and ground control points are not strictly 

necessary.  

The instrumentation used in the simulation consist of two different drones, the DJI Matrice 300 

RTK (referred as Matrice) and the DJI Phantom 4 pro (referred as Phantom), and two types of sensors, 

optical camera and LiDAR sensor; in detail: the Matrice drone with the DJI P1 optical camera and 

then the DJI L1 LiDAR sensor; the Phantom drone with the integrated optical camera, i.e. a camera 

with 1” CMOS sensor, effective pixels: 20M, lens with field of view (FOV) 84° 8.8mm/24mm (35mm 

format equivalent), f/2.8-f/11 auto focus 1m - ∞.  

The scanning mode of the LiDAR sensor has been set to 480 points/m2, while the drone equipped 

with the optical sensors has acquired nadiral and oblique with 45° angle images. 

For the georeferencing and the accuracy validation of the different types of surveys, Ground 

Control Points were acquired with GPS GNSS E-Survey E300 Pro system, a geodetic class receiver 

used in RTK mode with respect to HxGN Smartnet network (HxGN 2023) which allows to take 

advantage of the 4 major GNSS constellations.  

The photogrammetric reconstruction of the three-dimensional model performed starting from the 

images of Matrice drone was processed with DJI Terra 3.4.4 software. The model was georeferenced 

according to the information obtained in the RTK position correction mode, therefore without the use 

of GCP. Instead, the three-dimensional model obtained by the images of Phantom (nadiral 

acquisition) was created with Agisoft Metashape 1.5.1 software and oriented with the help of all 

GCPs, reaching an average accuracy of 8.6 cm. This accuracy value was obtained by correcting the 

altitude problem often encountered using this type of drone in this specific software environment. In 

fact, often the “Absolute Altitude”, that is the height reported in the EXIF (specific part of the header 

of the image file in which the georeferencing information is shown) is incorrect. It is possible to 

correct the altimetric information of all images by importing the "Relative Altitude", also recorded in 

the XMP header, which corresponds to the altitude with respect to the take-off point and add the 

altitude of the take-off point. Respectively, the two phases of the procedure are carried out with the 

commands “Read Relative Altitude” and “Add altitude reference”.  

As anticipated, the variety of instrumentation used for the survey is characterized by different 

sensors, mounted on different supports, which use different positioning modes. Thus, the resulting 

three-dimensional models are characterized both by the different physical properties of the sensors 

and by the different internal and external orientation parameters of drone. However, CloudCompare, 

in particular Cloud-to-Cloud algorithm (CloudCompare 2023), was used to estimate the distance 

between two point-clouds. Distances are calculated on the cloud identified as “compared” with respect 

to the points of the “reference” cloud. It has been observed that it is generally better to set the densest 

point cloud as the “reference” cloud. At the end of the process, a new scalar field was applied to the 

compared cloud which describes the absolute distance and three scalar fields which correspond to the 

distance calculated along each dimension. In the tests conducted with the Cloud-to-Cloud tool, the 

local model for identifying the corresponding points of the closest neighbor was used, as the tests 

were performed on buildings characterized by regular surfaces and by low roughness. 

 

3.2. Datasets 

To analyze the effectiveness of a survey carried out with the drone for security purposes, a series 

of flights were carried out with the different drones, obtaining three distinct coverages of the study 

area:  

• optical point cloud: 3 827 725 points acquired with Matrice drone with the optical 

camera (Fig. 1b). It can be observed that neither people nor bags are present; 

• LiDAR point cloud: 759 969 points with Matrice drone with the LiDAR sensor; the 

number of points directly depends on the acquisition density set a priori, in this case 480 

pt/m2 (Fig. 2a). It can be seen that there are three people present, but the bags are less 

evident.  

• optical point cloud: 670 744 points acquired by Phantom, (Fig. 2b and 2c). It can be 

seen that two people and the bags can be observed very well.  
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(a) 

 
 

(b) (c) 

Fig. 2. (a) LiDAR point cloud acquired with Matrice drone; (b) Optical point cloud acquired with 

Phantom and (c) a detail of the Phantom cloud where two people and three bags are visible. 

 

The time for downloading data depends sensibly on various factors, including: the flight altitude 

for optics, the density of the points for LiDAR surveys, the size of the area to be surveyed, the speed 

at which the SD card is read, and the speed at which it is written to the workstation's mass memory. 

In our case the data were downloaded in a few minutes up to a maximum of ten minutes. 

The LiDAR data downloaded were already configured as a point cloud and ready for the next 

step, which is the comparison with any previous surveys; while the data acquired by optical sensors, 

on the other hand, require processing in photogrammetric software, which can take a few hours to 

obtain the point clouds.  

In the processing of the two optical clouds there is a further difference which is that the images 

acquired by the drone with GNSS point positioning only (in our case Phantom) require the survey of 

some reference points (GCPs); on the other hand, in the case of images acquired by drone with RTK 

GNSS (in our case Matrice) this operation is not strictly necessary, although it is generally advisable 

at least on one point per check. However, in the present experimentation, the ground control points 

have been used to verify the images acquired by Matrice drone as well, revealing slight systematic 

deviations in altitude that seem to suggest the need for a further verification of the difference in 

instrumental altitude between the phase center of the GNSS antenna and the center of pick-up of the 

optics of the drone itself.  
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4. RESULTS 

The two optical and LiDAR clouds were compared in the open-source software CloudCompare 

v. 2.12.4; although the data processing to obtain the point clouds has been performed on the entire 

surveyed area, the comparisons in CloudCompare, described hereafter, concern the sub-area identified 

for the simulation (Fig. 1b). The comparisons were performed using Cloud to Cloud (C2C) command, 

which allows to calculate the three-dimensional components of the distances between the reference 

point cloud and the individual points of the other cloud. As expected, it is convenient and more 

rigorous to use the denser cloud as the reference surface, then two comparisons were performed using 

the photogrammetric cloud obtained by Matrice with optical camera as reference. Furthermore, it 

should also be remembered that there are neither people nor objects to identify on the Matrice optical 

cloud and, therefore, its comparison with Phantom and LiDAR point clouds is significant in terms of 

identifying objects or people. The first comparison was performed between LiDAR and optical point 

clouds obtained both with the Matrice drone (Fig. 3), while the second was achieved between the 

two optical point clouds, the Phantom and the Matrice one (Fig. 4a and 4b). 

 
Fig. 3. Comparison between LiDAR and optical point clouds obtained both with the Matrice drone. 

                                   (a)

 

(b)

 
Fig. 4. (a) Comparison between optical point clouds obtained with Matrice (reference) and Phantom optical 

point clouds and (b) a detail with people and bags highlighted. 
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The figures 3 and 4 show the points of the “Compared cloud” with a color palette representing 

the distance values along the z component computed from the surface interpolated of the reference 

cloud, which in both cases was the photogrammetric one obtained by the optical images of the Matrice 

drone. The processing time for the two comparisons was: 1.66 sec for the first comparison and 0.25 

sec for the second one. It can be seen that the people and objects introduced are absolutely visible 

with both the LiDAR sensor (Fig. 3) and the optical sensor of the Phantom drone (Fig. 4b).  

5. DISCUSSION  

In this experimentation we used two drones with three different sensors and different positioning 

configurations: 

• drone DJI Phantom 4 pro with GNSS point positioning (without RTK) and optical sensor; 

• drone DJI Matrice 300 with GNSS RTK positioning and optical sensor;  

• drone DJI Matrice 300 with GNSS RTK and LiDAR sensor. 

All three configurations provided three-dimensional models that proved to be adequate in terms 

of accuracy, only the model obtained by LiDAR has a slightly lower resolution but still sufficient in 

comparison with the models by optical images. On the other hand, models obtained by optical images 

require a considerable processing time (in one of our tests more than five hours) to achieve the point 

cloud with the photogrammetric algorithms. This consideration is valid for both tests with optical 

images, for Phantom drone (without RTK) it is also necessary to know the coordinates of a set of 

GCPs computed with GNSS survey and thus there are two disadvantages in terms of time and survey 

management because direct access, if available, to the study area is required. 

Based on these considerations and remembering that when a survey is performed for security purposes 

processing time is a key aspect, it can be deduced that an optimal strategy is as proposed, in detail:  

• acquisition of the reference 3D model - at this stage processing time is not a key issue, so 

the reference point cloud can be acquired with an optical camera (which provides a very 

detailed 3D model) or with LiDAR sensor set at high resolution (the resolution affects the 

acquisition time); 

• area security check: when the survey is carried out for security control of an area, LiDAR 

drone instead becomes practically an obligatory choice because it is the only one that allows 

to obtain the point cloud instantly, even if not very dense; this configuration can allow 

comparison with a denser model and identification variations in morphologies (in particular 

altimetric) consisting in the presence of people and objects. Furthermore, the acquisition of 

the point cloud with LiDAR sensor is to be preferred to the optical one both because it allows 

to operate without lighting (therefore also at night) and because it should be able to 

potentially "see" under the vegetation that is generally crossed (at least in part) by laser 

beams.  

6. CONCLUSIONS 

From the experimentation carried out it has been shown that drones are now a completely mature 

technique also for the detection of small changes in an environment, allowing to identify, in an almost 

automatic mode, variations in small dimensions such as small bags and/or people. 

For the real effectiveness in a security control scenario, the response time is obviously strategic 

and therefore it is strategically important the speed with which the newly acquired three-dimensional 

model is available and ready for comparison with the reference model. As a consequence, a most 

effective strategy could be to acquire the reference model with an optical drone while certainly the 

survey model must be performed with a LiDAR drone.  

For future developments it would be interesting to carry out tests in areas covered by vegetation 

and further tests to verify what is the cause of the small systematism at high altitude observed in the 

two clouds obtained by the Matrice drone.  
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The use of drones has numerous and considerable possibilities for further development in the 

field of security, for the control and visualization of objects and people on the surface perhaps also 

using thermal images and/or infrared sensors to identify variations in temperature of various origins.  
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ABSTRACT: 

Between 2018 and 2022, the primary regions for rice production in Indonesia were Java, Bali, and 

Nusa Tenggara, collectively contributing to approximately 61% of the annual rice production. 

Unfortunately, these islands are also most vulnerable to crop failure due to drought-induced water 

shortages. Therefore, this study predicted the occurrence, duration, and severity of meteorological 

drought in Java, Bali, and Nusa Tenggara using rainfall data from six climate models within the CMIP6 

framework under the SSP245 and SSP585 scenarios. The observed data of 20 BMKG rainfall stations 

in the study area was acquired to adjust the output of the CMIP6 models using the Linear Scaling (LS) 

method. The Standardized Precipitation Index (SPI) at a 3-month scale (SPI-3) was used to analyze 

meteorological drought characteristics, such as frequency, duration, and intensity. The results showed 

that drought frequency increased and persisted for longer durations, particularly in the Nusa Tenggara 

region. However, compared to the observation period, drought intensity was predicted to decline in 

both scenarios compared to the observed period. The SSP585 scenario also indicated a higher level of 

drought compared to SSP245. 
 

Key-words: Meteorological drought, Drought characteristics, Climate change, CMIP6, SPI 

1. INTRODUCTION 

Drought events are predicted to occur more frequently due to climate change, which acts as a 

triggering factor for increasing temperature variations and extreme rainfall. According to the 

Intergovernmental Panel on Climate Change (IPCC) Sixth Assessment Report (AR6), global surface 

temperature increased by 1.09°C from 2011 to 2020 compared to the period from 1850 to 1900 (IPCC, 

2021), with the hottest years occurring between 2015 and 2019 (WMO, 2020). A 1°C increase in 

global temperature reduces rainfall by approximately 2% (Held & Soden, 2006; Liu et al., 2018) and 

has the potential to disrupt the water cycle (Huang et al., 2016). These changes in the hydrological 

cycle led to spatial-temporal variations in water availability, thereby triggering drought disasters. 

Consequently, several disaster events, including droughts, have been witnessed in recent decades 

(Cook et al., 2020; Kang et al., 2021). 

EM-DAT, (2021), reported that drought accounted for 59% of the total economic losses caused 

by climate-related disasters. Furthermore, it had inflicted a devastating human toll, claiming 11.73 

million lives between 1900 and 2021 (Li et al., 2021). Ha et al., (2022), stated that the agricultural 

sector is the most affected by climate-related disasters, as shown in the case of Indonesia, where 

approximately 389.19 thousand hectares of agricultural land experienced crop failure in 2019 

(Indonesian Bureau of Statistics, 2020). The dry season in 2019 led to drought and crop failures, 

specifically in Java, Bali, and Nusa Tenggara. The occurrence of droughts in these regions is 

influenced by the El-Ninõ phenomenon in the Asia Pacific region (Kuswanto & Rahadiyuza, 2018). 

Given the severity of these issues, it is essential to identify future drought projections in Java, Bali, 

and Nusa Tenggara. Understanding the anticipated duration, severity, and intensity of future droughts 

is essential for formulating effective disaster risk management strategies at both local and national 

levels, alongside the implementation of adaptation measures.  
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Several methods have been devised to predict meteorological drought characteristics, with the 

Standardized Precipitation Index (SPI) being a prominent choice in related studies (Zhai et al., 2020). 

Initially proposed by McKee et al. (1993), SPI was designed as a meteorological drought index but 

has since proven versatile in identifying agricultural and hydrological droughts (Parkhurst et al., 

2019). Adhyani et al., (2017), stated that this method is also used to monitor and provide early 

warnings for drought. Predicting future droughts relies on climate projections generated concerning 

climate change scenarios. A significant player in climate modelling is the Coupled Model 

Intercomparison Project (CMIP), a subset of Global Circulation Models (GCMs). CMIP6, which is 

the most recent iteration, offers advanced ensemble simulations using the latest climate models 

(Eyring et al., 2016). It is believed to be highly accurate in reproducing global average precipitation 

patterns compared to CMIP3 and CMIP5 (Bock et al., 2020; Xin et al., 2020; Zhu et al., 2020). Based 

on this, recent studies have updated their assessments of climate change-related drought impacts using 

CMIP6 outputs. For example, Cook et al. (2020) reported increased evapotranspiration and the 

occurrence of extreme drought events in several regions by the end of the 21st century. Ukkola et al. 

(2020) found significant changes in the duration and frequency of seasonal meteorological droughts 

using CMIP6 projections. Similarly, Zhai et al. (2020) reported a significant increase in droughts 

within the Northwestern South Asia sub-region, characterized by prolonged durations and higher 

intensities from 2020 to 2099, using an ensemble average of five CMIP6 models under three distinct 

scenarios (SSP1–2.6, SSP2–4.5, and SSP5–8.5). 

Java, Bali, and Nusa Tenggara Islands are significant producers of rice, accounting for about 61% 

of the country's total annual rice production from 2018 to 2022 (Indonesian Bureau of Statistics, 

2023). However, these islands also face frequent drought disasters. Bali experienced frequent 

droughts between 2003 and 2012, affecting about 1,500 hectares of agricultural land (Muharsyah & 

Ratri, 2015). In 2017, droughts in Java and Nusa Tenggara affected numerous regions, including more 

than 2,500 villages in 100 regencies, and impacting more than 3.5 million people (Parkhurst et al., 

2019). These droughts not only required clean water assistance but also posed a threat to crop failure 

in the agricultural sector. In 2019, approximately 400,000 hectares of agricultural land in Indonesia 

suffered crop failure, with the highest impact occurred in Java, Bali, and Nusa Tenggara Islands 

(Indonesian Bureau of Statistics, 2020). These findings highlight the challenges faced by these regions 

in balancing agricultural productivity and mitigating the effects of drought.  

 

Fig. 1. The Map of Java, Bali, and Nusa Tenggara Islands as Study Area                                                

(Coastline data from GSHHG, 2017). 
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In Indonesia, specifically in drought-prone regions like Java, Bali, and Nusa Tenggara, there has 

been a noticeable absence of studies examining meteorological droughts. As a result, this study holds 

a pioneering status, representing the initial endeavor to project meteorological drought characteristics 

under CMIP6 scenarios in these regions. In details, this study aims to: 1) identifying changes on 

rainfall in Java, Bali, and Nusa Tenggara islands based on existing conditions and in the future based 

on CMIP6 climate scenarios, and 2) assessing the climate change impact on the change on frequency, 

duration, and intensity of meteorological drought. This study uses rainfall data from six climate 

models from the Coupled Model Intercomparison Project Phase 6 (CMIP6), consisting of SSP245 

and SSP585 scenarios. The CMIP6 model output rainfall was corrected with observational rainfall 

data through the Linear Scaling (LS) correction method to minimize the overestimated value of the 

model rainfall. Observed rainfall data was obtained from 20 BMKG rainfall observation stations in 

the study area. Meteorological drought was analyzed using the Standardized Precipitation Index (SPI) 

on a 3-month scale (SPI-3) to determine the characteristics of meteorological drought, including 

frequency, duration, and intensity.  
 

2. STUDY AREA  

The study area includes the mainland territories of Java, Bali, and Nusa Tenggara, situated within 

the geographical coordinates of 105°09'98" E – 125°19'33" E longitude and 5°04'88" S – 11°00'76" 

S latitude as shown in Fig.1. These islands collectively occupy an area of 206.910 km2, with Java, 

Bali and Nusa Tenggara Islands covering 134.815 km2, 5.589 km2, and 66.506 km2, respectively. In 

terms of climate, the monthly rainfall patterns in these Islands exhibit higher precipitation levels from 

December to March, contrasting with lower rainfall from June to October. This indicates that the wet 

and dry seasons in the study area primarily occur from December to March, and from June to October. 

The average monthly and annual rainfall values recorded at each monitoring station are shown in 

Table 1. 
Table 1.  

Average Monthly and Annual Rainfall in Java, Bali, and Nusa Tenggara from 2000 to 2015           

(Source: Analysis result of BMKG rainfall data, 2023). 

 

Java, Bali, and Nusa Tenggara Islands experience a consecutive annual rainfall of 1,971 mm, 

1,727 mm, and 1,659 mm every year. The highest monthly average rainfall was recorded in January, 

relatively 310 mm/month, while the least was observed in August, with figures of 26 mm/month, 15 

mm/month, and 22 mm/month, for Java, Bali, and Nusa Tenggara, respectively.  

3. DATA AND METHODS 

3.1. Data 

Historical rainfall data obtained from the Indonesian Bureau of Meteorology, Climatology, and 

Geophysics (BMKG) Online Data Portal was accessed through the BMKG website 

https://dataonline.bmkg.go.id/akses_data. This included the daily rainfall measurements from 2001 

to 2015, which were determined based on the data availability at each observation station. To 

accurately represent the climatic conditions at the study locations, 20 observation stations were 

carefully selected based on data availability. The distribution of these stations across the study area is 

shown in Fig. 2, where each point was labelled with a number, to facilitate the analysis process. In 

addition, the details for each station are shown in Table 2. 

Island 

Monthly Average (mm) Annual 

Average 

(mm) 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Java 326 303 241 180 135 90 55 26 37 98 208 273 1,972 
Bali 403 259 231 151 79 41 30 15 32 59 111 316 1,727 

Nusa Tenggara 273 280 239 140 66 25 14 22 51 101 190 261 1,659 
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Table 2.  

BMKG Station Number, Name, and Location used in the Study. 

(Source: BMKG, 2023). 

Stat. 

Numb. 

Stat. 

Code 
Stat. Name Province Lat. Lon. Elev. 

1 96739 Budiarto Banten -6.28 106.56 42 

2 96745 Kemayoran DKI Jakarta -6.16 106.84 4 

3 96751 Citeko West Java -6.69 106.93 920 

4 96783 Bandung West Java -6.88 107.59 791 

5 96791 Kertajati West Java -6.73 108.26 85 

6 96797 Tegal Central Java -6.87 109.12 1 

7 96805 Tunggul Wulung Central Java -7.72 109.01 8 

8 96837 Tanjung Emas Central Java -6.95 110.42 2 

9 96943 St. Klim. Jawa Timur East Java -7.90 112.60 590 

10 96935 Juanda East Java -7.38 112.78 3 

11 96973 Trunojoyo East Java -7.04 113.91 3 

12 96987 Banyuwangi East Java -8.22 114.36 52 

13 97230 I Gusti Ngurah Rai Bali -8.75 115.17 4 

14 97242 Nusa Tenggara Barat 
West Nusa 

Tenggara 
-8.64 116.17 55 

15 97260 
Sultan Muhammad 

Kaharuddin 

West Nusa 

Tenggara 
-8.49 117.41 3 

16 97270 
Sultan Muhammad 

Salahuddin 

West Nusa 

Tenggara 
-8.54 118.69 5 

17 97340 Umbu Mehang Kunda 
East Nusa 

Tenggara 
-9.67 120.30 10 

18 97284 Frans Sales Lega 
East Nusa 

Tenggara 
-8.63 120.45 1070 

19 97310 Gewayantana 
East Nusa 

Tenggara 
-8.27 122.99 9 

20 97372 Eltari 
East Nusa 

Tenggara 
-10.17 123.67 102 

 

The present study used CMIP6 climate model data covering the period from 2001 to 2060, 

downloaded from the website https://esgf-node.llnl.gov/search/cmip6/. In addition, six specific 

climate models from the CMIP6 dataset were selected, and three different experiments were 

conducted, namely historical, SSP2, and SSP5. The historical experiment was carried out to correct 

baseline data using historical information, while the SSP2 and SSP5 scenarios were adopted for future 

projection analysis. The CMIP6 models for this study were selected based on the availability of 

precipitation (p) variables at the first variant level (r1i1p1f1) and a resolution of 100 km, with detailed 

information shown in Table 3. 
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Fig. 2. Map of BMKG Rainfall Observation Station Distribution                                                                

(Source: Analysis result of BMKG rainfall data, 2023). 

 
Table 3.  

List of CMIP6 Models Used in Study (Source: CMIP6 data portal, 2023). 

No. Model Variant Experiment Period Variable Frequency Resolution 

1 CAMS-CSM r1i1p1f1 

Historical 
2001 – 

2015 
Pr daily 100 km 

SSP2 2016 – 

2060 SSP5 

2 
CESM2-

WACCM 
r1i1p1f1 

Historical 
2001 – 

2015 
Pr daily 100 km 

SSP2 2016 – 

2060 SSP5 

3 CanESM5 r1i1p1f1 

Historical 
2001 – 

2015 
Pr daily 100 km 

SSP2 2016 – 

2060 SSP5 

4 GFDL-CM4 r1i1p1f1 

Historical 
2001 – 

2015 
Pr daily 100 km 

SSP2 2016 – 

2060 SSP5 

5 
MPI-ESM1-2-

HR 
r1i1p1f1 

Historical 
2001 – 

2015 
Pr daily 100 km 

SSP2 2016 – 

2060 SSP5 

6 MRI_ESM2 r1i1p1f1 

Historical 
2001 – 

2015 
Pr daily 100 km 

SSP2 2016 – 

2060 SSP5 
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3.2. Processing of the CMIP6 Climate Model Rainfall Data 

A regridding process was conducted to obtain rainfall values that can accurately represent the 

precipitation at the study location in comparison to the BMKG observation station points. This 

process entailed the use of Bilinear Interpolation method to match the CMIP model data with the 

nearest BMKG station locations. Bilinear Interpolation is a resampling method that uses the weighted 

average distance from the four nearest pixel center values to ascertain the new point. Unlike the 

Nearest Neighbors method, which assigns the value of the new pixel center point based on that of the 

nearest pixel center point, Bilinear Interpolation takes into account the distances to the four nearest 

points weighting it accordingly, and then averaging the weighted values. In this context, the pixel 

center points refers to that of the centroid found in the CMIP6 models. 

Bias correction serves as a critical step in improving the model spatial resolution and ensuring 

it is consistent with the historical data (Faqih, 2017). However, of the available methods, the Linear 

Scaling (LS) bias correction is the simplest, and primarily focuses on ensuring the mean of the raw 

model is consistent with the observed values (Kurnia et al., 2020). To obtain the bias-corrected rainfall 

prediction for the m-month (𝑃𝑐𝑜𝑟,𝑚), it is necessary to establish the relationship between the 

observed mean 𝜇 (𝑃𝑜𝑏𝑠,𝑚) and that of the model 𝜇 (𝑃𝑟𝑎𝑤,𝑚) for the same month during the 

observation period. This relationship led to the effective determination of the correction factor. 

The correction factor was applied by multiplying the raw rainfall prediction for the m-month 

(𝑃𝑟𝑎𝑤,𝑚). In addition, the LS bias correction produced accurate results in line with the observed 

values (Kurnia et al., 2020). It is obtained using the following equation (Piani et al., 2010). 

 

𝑃𝑐𝑜𝑟,𝑚 = 𝑃𝑟𝑎𝑤,𝑚 + 
𝜇 (𝑃𝑜𝑏𝑠,𝑚)

𝜇 (𝑃𝑟𝑎𝑤,𝑚)
 

where:  𝑃𝑐𝑜𝑟,𝑚 = Bias – corrected rainfall; 𝑃𝑟𝑎𝑤,𝑚 = Model rainfall; 𝜇(𝑃𝑜𝑏𝑠,𝑚) = Observed mean; 

             μ(𝑃𝑟𝑎𝑤,𝑚) = Model mean 

Bias correction requires sufficient data to represent the reference climatological conditions. It 

typically includes using data spanning a minimum of 10 years (often 30 years) to account for 

variations over a specific time scale (Met Office, 2018). Due to the limitations of available data for 

each observation station, this study used 15 years of monthly data from 2001 to 2015, as the baseline 

correction. The differences in rainfall both before and after correction are shown in Fig. 3. The 

distribution of information regarding the monthly rainfall model (in mm), from 2015 to 2060 is shown 

in Fig. 3. This data is presented for both SSP2 and SSP5 scenarios before (left) and after (right) 

correction. 

 
Fig. 3. Box Plot Distribution of Monthly Rainfall Values for CMIP6 Climate Models Before and After 

Corrected with Historical Data, and The NRMSE values (Source: Data Processing, 2023). 
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In this figure, box plots are used to depict the range of monthly rainfall values for both SSP2 

(left) and SSP5 scenarios (right), alongside historical rainfall represented in black. Before the 

correction, the time series of monthly rainfall in both scenarios exceeded the historical rainfall values 

(overestimate). However, after correction, the bias-corrected rainfall values for the SSP2 and SSP5 

scenarios tend to be in line with the observed patterns throughout the study period, with their central 

values approaching that of the historical. Based on the correction of error values using the Normalized 

Root Mean Square Error (NRMSE) method, the best models identified are CanESM5, CESM2, 

GFDL–CM4, and MRI–ESM5, were identified as the best models. These top four models were 

subsequently subjected to further analysis in accordance with the study objectives. 

3.3. Standardized Precipitation Index  

The Standardized Precipitation Index (SPI) was analyzed using monthly rainfall data from 

historical and projected datasets at each annual study scale. The SPI calculations were performed 

using a 3-month scale (SPI-3), following the method proposed by McKee et al. (1993), which is in 

line with the following equation: 

𝑆𝑃𝐼 =

{
 
 

 
 
−(𝑡 −

𝐶0 + 𝐶1𝑡 + 𝐶2𝑡
2

1 + 𝑑1𝑡 + 𝑑2𝑡
2 + 𝑑3𝑡

3
 ) , 𝑡 = √𝐼𝑛 (

1

(𝐻(𝑥))
2) , 0 < 𝐻(𝑥) ≤ 0,5

(𝑡 −
𝐶0 + 𝐶1𝑡 + 𝐶2𝑡

2

1 + 𝑑1𝑡 + 𝑑2𝑡
2 + 𝑑3𝑡

3
 ) , 𝑡 = √𝐼𝑛 (

1

(𝐻(𝑥))
2) , 0,5 < 𝐻(𝑥) ≤ 1

 

where H(x) represents the cumulative gamma distribution, while C and D are constants.  

The value of H(x) is determined by the following equation: 

 

𝐻(𝑥) = 𝑞 + (1 − 𝑞)𝐺(𝑥) 
 

where q is the probability of zero rainfall (no rainfall occurrence), calculated based its frequency in 

the study time scale.  

Meanwhile, G(x) is the cumulative probability of the gamma distribution for non-zero rainfall 

values. Its value is calculated using the following equation: 

 

𝐺(𝑥) =
1

βαГ(α) 
∫ 𝑥𝑎−1𝑒−𝑥/𝛽𝑑𝑥
𝑥

0

 

where α, β, x and Г(α) are the shape parameter, controls the scale, the variable representing 

precipitation amount, and the gamma function, respectively.  

In this study, the Standardized Precipitation Index (SPI) for a 3–month time scale (SPI–3) was 

analyzed. This index allows for the evaluation of meteorological drought conditions related to rainfall 

anomalies. The SPI was originally developed by McKee et al. (1993), and its classifications are shown 

in Table 4. 
                                                                                                                        Table 4. 

SPI Classification (Source: McKee et al. 1993). 

SPI Value Classification 

> 2.00 Extremely Wet 

1.50 – 1.99 Wet 

1.00 – 1.49 Moderately Wet 

-0.99 – 0.99 Normal 

-1.00 – -1.49 Moderately Dry 

-1.50 – -1.99 Dry 

< -2.00 Extremely Dry 
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3.4. Drought Characteristics 

Drought characteristics were described based on the analysis of SPI calculations (Mckee et al., 

1993). The scale of negative and positive values representing different drought conditions is shown 

in Fig. 4. Specifically, drought is presumed to occur when the SPI value falls below -1.00. With the 

drought classification definition provided by McKee et al. (1993) in Table 4, its characteristics can 

be determined, including frequency, duration, and intensity. An illustrative representation of these 

drought characteristics is shown in Fig. 4.  

 
Fig. 4. Drought Characteristics Scheme based on SPI Value (Source: Data Processing, 2023). 

4. RESULTS  

4.1. Changes in Rainfall Based on Climate Change Scenarios 

The annual rainfall data in Java, Bali, and Nusa Tenggara Islands are shown in Fig. 5. The graph 

illustrates the performance of each dataset from the rainfall models and scenarios used in this study. 

The data presented includes the average annual rainfall for all stations analyzed within the study 

location. The average annual rainfall for the years 2001 to 2015 represents historical data obtained 

from BMKG observation stations. Meanwhile, for the years 2016 to 2060, it was analyzed using the 

six CMIP6 models. Each of these CMIP6 models was assessed under two scenarios, namely SSP245 

and SSP585. In the graphical representation, the SSP245 and SSP585 scenarios are depicted using 

solid, and dashed lines, respectively. 

In general, both historical rainfall and CMIP6 model data for each scenario exhibit fluctuating 

patterns within a range of 700 to 3700 mm annually. When compared to the historical data from 2001 

to 2015, the CMIP6 model for each scenario showed greater variability. It was observed that the 

SSP245 and SSP585 scenarios for the same model exhibited similar graph patterns. For example, the 

CanESM5 model data (light green line) in the SSP245 scenario indicated lower values in the early 

2020s, followed by an increase at the beginning of 2040, while in the SSP585 these remained 

relatively stable. The CESM2-WACCM model data (yellow line) showed fluctuations that ranged 

from lower to higher compared to historical data. Furthermore, the GFDL-CM4 model data (light blue 

line) exhibited an upward trend from 2040 to 2060. The MRI-ESM 2 model data (purple line) tends 

to be consistently lower than that of historical and other CMIP6 models. 

To avoid bias and uncertainty arising from analyzing varying average rainfall values across 

different CMIP6 models individually, the significance of utilizing a multi-model ensemble (MME) 

approach, was emphasized (Seker & Gumus, 2022). The temporal change trends of the MME in each 

scenario are shown in Fig. 6. The MME for the SSP245 and SSP585 scenarios are shown in a dark 

blue and red graph with dashed trend lines, respectively. 
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Fig. 5. Graph of Average Annual Rainfall from 2001 to 2060. The 2001 to 2015 Rainfall was based on 

Historical Data, while the 2016 to 2060 Rainfall was based on the CMIP6 Climate Model                          

(Source: data processing, 2023). 

 
Fig. 6. Graph of Average Annual Rainfall for 2001 to 2060 based on the AAM Climate Model SSP245 and 

SSP585 Scenarios  (Source: data processing, 2023). 

 

The examination of annual rainfall trends within the MME for the SSP245 and SSP585 scenarios 

from 2016 to 2060 shows changes that do not significantly differ from the historical data obtained 

from 2001 to 2015. According to Faqih et al. (2016), changes in rainfall patterns are anticipated in 

certain regions of Indonesia in the subsequent years. Some areas, such as the southern parts of Sumatra 

and Kalimantan, as well as most of Java, Bali, and Nusa Tenggara, are expected to experience a 

decline in rainfall between 2051 and 2080. 

The MME results for the SSP585 scenario indicated a consistent trend of increasing rainfall 

projections from 2016 onwards, while the projections for SSP245 tend to show a decline from the 

same period to 2060. This finding is in line with the study conducted by Li et al. (2020), that annual 

rainfall is expected to slightly increase every decade. Despite the differences in trends between these 

two scenarios, the gap between them is not significantly large. 

Indonesia experienced an average annual temperature of 26.38°C in 2020, an increase of about 

0.8°C compared to the temperature recorded in 1901 (Statista, 2023). Rising temperatures have the 
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potential to increased heatwaves and evaporation rates as well as changes in rainfall patterns, 

significantly impacting Indonesia's ecosystems, water resources and agriculture (Firmansyah et al., 

2022). Although the study indicates that there will be a slight increase in rainfall at the research 

location in the coming decades, it is important to be aware of the changes in rainfall patterns that can 

disrupt the hydrological cycle. These changes in temperature and rainfall can also have an impact on 

pests and diseases that affect crops (Ansari et al., 2021). As the leading region for rice production in 

Indonesia, these altered rainfall patterns in Java, Bali, and Nusa Tenggara may lead to imbalances in 

rice production and can adversely affect food security at the national level (Gupta et al., 2022).  

 

4.2. Drought Characteristics  

The meteorological drought in the study area was analyzed using the SPI-3 (Standardized 

Precipitation Index) on a 3-month scale. This evaluation was based on four distinct time ranges, the 

historical or existing years spanning from 2001 to 2015, and that of the projection categorized from 

2016 to 2030, 2031 to 2045, and 2046 to 2060. To capture a representative view of the study areas, 

this analysis was conducted across 20 rainfall observation stations that cover Java, Bali, and Nusa 

Tenggara. The projection years were evaluated based on the CMIP6 AMM climate model for each 

scenario. The characteristics of meteorological drought, including frequency, duration, and intensity, 

were analyzed concerning the modeled SPI-3 results.  

Meteorological drought tends to occur when the SPI-3 value is less than the scale of -1 (SPI < -

1). Based on the SPI-3 modeling analysis, there was a general increase in the occurrence of 

meteorological drought in the study area for both the SSP245 and SSP585 scenarios compared to the 

historical data. The drought patterns under these scenarios show a similar trend, with related events 

occurring at almost all stations annually, with only slight variations in their severity. Comprehensive 

details regarding the analysis of meteorological drought are presented in the following sections. 

 

4.3. Drought Frequency 

The changes in drought frequency under the SSP245 scenario in the Java region are projected to 

increase twice or three times in each study time scale, with an average occurrence of 13 times from 

2016 to 2030, and 14 times from 2031 to 2045 and 2046 to 2060. The frequency of drought in Bali is 

expected to decrease compared to the historical time scale, with an average of 14 occurrences from 

2016 to 2030, and 15 occurrences from 2031 to 2045 and 2046 to 2060. In the Nusa Tenggara region, 

the average frequency of drought was projected to increase by one to two occurrences. From 2016 to 

2030, the average drought occurrences tend to be 14, and during the periods of 2031 to 2045 and 2046 

to 2060, it is expected to occur 15 times. Conversely, under the SSP585 scenario, all three regions 

Java, Bali, and Nusa Tenggara were estimated to experience 15 drought occurrences each from 2016 

to 2030, 2031 to 2045, and 2046 to 2060.  
Spatial changes were illustrated through color variations at different stations, each representing 

the study area within various climate scenarios. The distribution of meteorological drought 

frequencies in Java, Bali, and Nusa Tenggara from 2000 to 2060 is shown in Fig. 7. The frequency 

analysis was conducted by counting the number of drought events that occurred in each time scale. 

The analysis revealed a significant pattern, with a consistent increase in drought frequency when 

transitioning from the historical to the projection period. Furthermore, this increase is particularly 

pronounced in the SSP585 scenario. During the historical period, the highest frequency of drought 

was observed in Bali, with a smaller portion affecting western Nusa Tenggara. The lowest frequency 

of drought events was recorded in the southern and eastern parts of Java. 

In the projection period, a similar frequency of drought events was observed for both the SSP245 

and SSP585 scenarios, averaging approximately 10 to 15 drought events per station. However, the 

probability graphs of drought frequency exhibit variations between these two scenarios across 

different projection time scales. The probability concept in this context refers to the likelihood of 

drought events occurring within a certain time frame. It serves as a quantitative measure to assess the 

possibility of droughts occurring during the study period at each station. 
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Fig. 7. Meteorological Drought Frequency Distribution for 2001 to 2015 based on Historical Data and 2016 to 

2060 based on CMIP6 Climate Model SSP245 and SSP585 Scenarios (Source: data processing, 2023). 

 

The SSP245 scenario showed that the highest frequency of drought events occurred 15 times for 

each study time scale. From 2016 to 2031, a frequency of 15 drought occurrences with a probability 

of 0.87, was recorded. This probability increased to 0.93 for the subsequent timeframe of 2031 to 

2045. Finally, from 2046 to 2060, the probability reached its maximum, at 1.0. The SSP585 scenario 

also showed that the highest number of drought events occurred 15 times during each time scale. The 

highest probabilities were recorded from 2016 to 2030 and 2046 to 2016, with a probability of 1.0. 

For the 2031 to 2045 timeframe, the probability of observing 15 occurrences is 0.93. Therefore, there 

is a clear trend of higher drought occurrence under the SSP585 scenario. 
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4.4. Drought Duration 

Drought duration analysis was conducted by calculating the total length, measured in months of 

drought periods occurring within each time range for every station. According to the SPI-3 analysis, 

drought events in the study area exhibited an increase in duration under both the SSP245 and SSP585 

climate scenarios compared to the historical period. Java, Bali, and Nusa Tenggara experienced the 

maximum or longest recorded drought duration during the historical period. Specifically, Java 

endured droughts lasting for 37 months, while Bali and Nusa Tenggara experienced durations of 30 

months each. The shortest recorded drought duration during this historical period was eight and 15 

months in Java and Nusa Tenggara, respectively. 

 

Fig. 8. Meteorological Drought Duration Distribution for 2001 to 2015 based on Historical Data and 2016 to 

2060 based on CMIP6 Climate Model SSP245 and SSP585 Scenarios (Source: data processing, 2023). 
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Under the SSP245 scenario, an increase was observed in the maximum drought duration 

experienced in Java, Bali, and Nusa Tenggara. During the 2016 to 2030 time range, the maximum 

drought duration extended to 40, 30, and 43 months, respectively. This trend continued in the 2031 to 

2045 period, with durations reaching 41, 43, and 45 months. In the 2046 to 2060 time frame, these 

durations were recorded at 42, 42, and 43 months. Meanwhile, in the SSP585 scenario, they each 

experienced a similar increase in drought duration for these regions. In the 2016 to 2030 period, the 

maximum durations were 41, 32, and 42 months. This pattern persisted into the 2031 to 2045 

timeframe, with durations of 39, 32, and 47 months. Finally, in the 2046 to 2060 period, maximum 

drought durations were 41, 32, and 44 months. Nusa Tenggara consistently experienced the longest 

drought durations in both scenarios. 

The distribution of meteorological drought duration in Java, Bali, and Nusa Tenggara is shown 

in Fig. 8. According to the SPI-3 modeling results, the drought duration increases over time. This 

trend is evident in the distribution pattern of drought duration across different time ranges. In the 

SSP245 scenario, for each projection time range, a longer drought duration was observed in the 

eastern part of Java, Bali, alongside the western region of Nusa Tenggara. However, during the 2046 

to 2060 timeframe, it appears that the drought duration increased uniformly across these three study 

regions. In the SSP585 scenario, there was an increase in drought duration during the 2016 to 2030 

period in a small part of western Java. This was followed by a shift towards increased drought duration 

in the southern part of Nusa Tenggara during the 2031 to 2045 period. The increase in drought 

duration became more uniform across the three study regions during the 2045 to 2060 period. 

Probabilities were used to measure the likelihood of drought persisting in a specific region or 

area during a certain time interval. These were used to estimate how likely it is for droughts to occur 

during the time scale before returning to normal conditions. The probability graphs in Fig. 8 showed 

a significant shift between the historical and projection periods under the SSP245 and SSP585 

scenarios. The historical period indicated that droughts were more likely to last for 30 months, with a 

probability of 0.60. However, the scenario shifted under SSP245, where it was more likely to last for 

a duration of 40 months and a probability of 0.60 during 2016 to 2030 and 2046 to 2060 periods. In 

the 2031 to 2045 period, the probability decreased slightly to 0.53 for the same 40-month droughts. 

Under the SSP585 scenario, the occurrence of droughts during 2016 to 2030 and 2031 to 2045 periods 

were more likely to last for 40 months and a high probability of 0.87. During the 2046 to 2060 period, 

a more frequent occurrence of 40-month droughts was observed, with a probability of 0.56. It was 

projected that drought durations tend to frequently last for 40 months, with a higher likelihood of 

occurrence in the SSP585 scenario during 2016 to 2030 and 2031 to 2045 periods. 

 

4.5. Drought Intensity 

Drought intensity is assessed by averaging all related events at each observation station within 

the diverse time range studied. The SPI-3 meteorological drought modeling results indicated that its 

intensity fell within the moderately dry to dry classifications. However, the temporal changes across 

different time ranges indicated a decrease in drought intensity observed at most stations. This trend 

holds for both the SSP245 and SSP585 scenarios when compared to the historical period. 

In the historical time range, Java, Bali, and Nusa Tenggara experienced drought with similar 

intensities of -1.52, -1.48, and -1.48 respectively. However, under the SSP245 scenario, there were 

variations, in the 2016 to 2030 period, the recorded drought intensities were -1.52, -1.31, and -1.40 

for Java, Bali, and Nusa Tenggara. In the 2031 to 2045 timeframe, the recorded intensities were -1.48, 

-1.29, and -1.37 for Java, Bali, and Nusa Tenggara, respectively. For the 2046 to 2060 period, the 

drought intensities remained relatively stable at -1.48, -1.29, and -1.39 for Java, Bali, and Nusa 

Tenggara under the SSP245 scenario. Under the SSP585 scenario, the intensity patterns were slightly 

similar. During the 2016 to 2030 period, the recorded intensities were -1.48, -1.31, and -1.42 for Java, 

Bali, and Nusa Tenggara. In the subsequent 2031 to 2045 period, these values changed to -1.49, -1.33, 

and -1.37, respectively. Finally, in the 2046 to 2060 timeframe, the recorded intensities were -1.50, -

1.34, and -1.39 for Java, Bali, and Nusa Tenggara, respectively, under the SSP585 scenario. 
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The distribution of drought intensity in the study area is shown in Fig. 9. Spatially, the intensity 

of drought during the historical period, classified as dry, was concentrated in the central to western 

parts of Java. Meanwhile, the eastern side of the study area exhibited a more evenly distributed 

moderately dry-to-dry intensity. In the SSP245 scenario, there was a significant transition in intensity 

from dry to moderately dry, spanning from 2016 to 2030 till the 2046 to 2060 period. Conversely, the 

SSP585 scenario tends to shift from dry to moderately dry intensity relative to the historical period, 

but there seems to be no significant change across the different projection time scales. 

 

Fig. 9. Meteorological Drought Intensity Distribution for 2001-2015 based on Historical Data and 2016-2060 

based on CMIP6 Climate Model SSP245 and SSP585 Scenarios (Source: data processing, 2023). 
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In this context, drought intensity probabilities refer to the likelihood of experiencing severe 

drought conditions in a particular region or area. These play a crucial role in understanding the 

chances of drought severity reaching significant or extreme levels during the study time frame under 

each scenario. The probability graph showed that during the historical period, drought intensity levels 

ranged from -1.00 to -2.50, with -1.50 being the most frequent and having a probability of 0.60. 

Analyzing the following periods under both scenarios, the graph tends to shift to the right, with higher 

probability peaks compared to the historical period. This indicated that the drought intensity was 

expected to decrease in the subsequent years. Under the SSP245 scenario, drought intensity during 

the 2016 to 2030, 2031 to 2045, and 2046 to 2060 periods were more likely to occur at -1.50, with 

probabilities of 0.80, 0.87, and 0.87, respectively. Similarly, under the SSP585 scenario, drought 

intensity during these periods was more likely to occur at -1.50, with a probability of 0.80. 

5. DISCUSSIONS 

Droughts in Java, Bali and Nusa Tenggara region have been occurring and intensifying for 

decades. The above region is often suffered the most, for example in the 2019 drought event where 

hundred thousand hectares of agricultural land in Indonesia suffered crop failure (Indonesian Bureau 

of Statistics, 2020). In detail, crop failure due to drought resulted in the failure of 17,000 hectares of 

rice fields in West Java and Central Java. While in the previous year, drought hit around 250,000 

hectares of agricultural land in the entire country (Amir and Alta, 2022).  

The results of the meteorological drought prediction can be used as a basis in assessing the 

potential and challenges that will occur in the future. The expected increase in drought during the 

study period indicates the challenges and threats to food security and clean water availability, 

especially in locations with the potential to experience long and intense droughts (Safura, 2023). 

Water usage management and an innovative agricultural system are two of the most crucial ways to 

address water scarcity challenges caused by drought (Firmansyah et al., 2022). Policymakers need to 

consider appropriate adaptation and mitigation efforts to increase agricultural productivity in the 

middle of drought conditions that hit the study area. For example, making effective land and crop 

management practices, regulating irrigation strategies by considering the availability of water 

resources, mapping crop growth potential in specific locations with predictions of the amount of crop 

production that will be produced, and optimizing resource allocation in order to increase agricultural 

productivity (Sekaranom et al., 2022).  

The prediction of future drought potential can also serve as an early warning to assist farmers in 

taking quick and appropriate actions to minimize potential crop losses. For instance, by managing 

irrigation, selecting suitable crop types, scheduling planting, and providing fertilizers (Nurjani et al., 

2020). Social adaptation strategies to cope with drought due to climate change have been implemented 

by farmers in several regions of Indonesia. For example, in Kebumen area (Central Java), farmers 

have adopted various adaptation strategies to address the impact of climate change on the agricultural 

sector (Sekaranom et al., 2021). At present, more than 85% of the farmers switch to more climate-

tolerant crop varieties. Furthermore, almost all (94%) farmers are attempting to maintain productivity 

through adjustments to the local planting calendar. 

6. CONCLUSIONS 

This study examined changes in rainfall and meteorological drought characteristics by analyzing 

historical data and future projections using SPI-3 analysis under the CMIP6 climate scenarios. The 

analysis covered Java Island, Bali, and Nusa Tenggara and comprised four time periods, namely 

historical data spanning from 2001 to 2015 and projections for the years 2016 to 2030, 2031 to 2045, 

and 2046 to 2060. The results of the analysis were summarized as follows: 

1. The evaluation of projected rainfall data, obtained from the four CMIP6 climate models for each 

scenario, revealed significant variability over time. During the study period, the average rainfall 

in the SSP245 scenario was projected to have an increasing trend compared to historical years. In 

the SSP585 scenario, the projected trend indicated a higher increase in rainfall relative to historical 
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years. Spatially, both scenarios exhibited a decrease in rainfall compared to historical periods, but 

there were no significant changes across the various timeframes within each scenario. 

2. The increase in meteorological drought occurrences was evident in the study area under both the 

SSP245 and SSP585 scenarios compared to the historical period. Drought frequency exhibited an 

upward trend, with a growing number of events projected during the study period. This trend was 

particularly pronounced under the SSP585 scenario. Future droughts were predicted to have longer 

durations in both scenarios, specifically in the Nusa Tenggara region. Drought intensity was also 

predicted to decrease in both scenarios relative to historical periods. Therefore, the number of 

drought occurrences in the future is expected to increase in the study area, with longer durations, 

while the absolute value of its intensity diminishes. The increase in drought occurrences was more 

pronounced under the SSP585 scenario. 

In the context of characterizing drought under climate change scenarios through regional 

analysis, it relies on specific climate scenarios, namely SSP245 and SSP585 which may not 

encompass the full range of potential climate outcomes. These scenarios are just two possibilities 

among other climate pathways that could significantly impact our results. Additionally, our study 

primarily focuses on regional-scale analysis, and it may not capture local-scale variations in drought 

characteristics. Furthermore, the research is based on assumptions and data available at the time, and 

as climate science evolves, our understanding of drought patterns and their interaction with climate 

change may change. Despite these limitations, the study provides valuable insights into the impact of 

climate change on drought in the study area and serves as a foundation for further research in the 

region. 
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ABSTRACT: 

Water resources play a crucial role in economic development, human health, and biodiversity. 

Mismanagement of water resources can lead to various disasters, with floods being one of the most 

frequent occurrences in river watershed. The rapid advancement of geospatial information systems 

enables the early prediction of flood hazard zones in the watershed by utilizing information about 

natural resources. This research focuses on determining flood hazard zones in the Tuntang Watershed 

through a combination of remote sensing, Geographic Information Systems (GIS), and the Analytic 

Hierarchy Process (AHP). Nine parameters are used to describe aquifer recharge zones, and each 

parameter is weighted according to its water characteristics and potential, determined through the AHP 

method based on expert opinions gathered in a Focus Group Discussion (FGD). The priority order 

obtained through AHP is as follows: precipitation, distance to the river, Land Use Land Cover (LULC), 

slope, Normalized Difference Vegetation Index (NDVI), elevation, curvature, Topographic Wetness 

Index (TWI), and soil type. The final flood hazard zone map is divided into five categories: very low, 

low, moderate, high, and very high. The results indicate that certain areas are very hazardous and 

present flood prone areas, namely Grobogan District with an area of 102.17 km2 (8.59 %), Demak with 

an area of 49.75 km2 (4.18%), and Semarang with an area of 45.23 km2 (3.80 %).  

 

Key-words: Analytic Hierarchy Process, Multi-Criteria, Decision Making, Technical Geography, 

Geographic Information System 

 

INTRODUCTION 

 

The population's growth necessitates the development of facilities and infrastructure to meet 

increasing needs, resulting in land use changes, particularly in watershed (Anna, 2014). Watershed 

functions as a system with rainfall as the input, the watershed condition as the system structure, and 

river flow containing sediment and nutrients as the output. Understanding the Watershed 

characteristics is vital and serves as a fundamental basis for watershed management (Sriyana, 2011). 

Without sustainable watershed management to accompany population growth, it willinevitably lead 

to disasters (Sari, 2015). The periodic floods in the Tuntang Watershed result from channel 

construction and sediment accumulation, reducing the river's capacity to handle floodwaters (Safitri 

et al., 2017). Moreover, changes in land use for urban development, not only downstream but also 

upstream in the watershed, exacerbate the fluctuation of flood occurrences (Imanda & Andono, 2016). 

A significant flood disaster struck Tuntang Watershed, specifically Grobogan Regency, on January 8, 

2020, impacting 8 regencies, 56 villages, and 26.67 km2 of rice fields, with an estimated loss of IDR 

13 billion, which is a frequent scenario in Tuntang Watershed (Development Planning Agency at Sub-

National Level of Grobogan District, 2021). Another recent flood in Semarang Regency on December 

31, 2022, affected 147 residents, 44 houses, and 36 families (Regional Disaster Management Agency 

of Semarang City, 2022).  
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The studies about monitoring flood frequency analyzed that there is repetition of the average flood 

discharge for 100 years in the Tuntang watershed (Maulana et al., 2017). Recurring flood discharges 

from year to year using the Harpers method, (2015) = 305.58 m3/s, (2010) = 468.43 m3/s, (2000) = 

607.46 m3/s, (1985) = 827.76 m3/s, and (1935) = 1,035.57 m3/s.  

Numerous studies have been conducted on flood hazard modeling using different methods and 

techniques. However, the use of Analytical Hierarchy Process (AHP) - Ordered Weighted Averaging 

(OWA) with 9 parameters in modeling has received relatively less attention. Some previous research 

related to flood modeling, such as the study by (Upwanshi et al., 2023), focused on mapping and 

delineating groundwater potential zones using remote sensing, GIS, and AHP in Mulshi Taluka, Pune 

district, India. Other studies conducted by Murtiono & Paimin (2016) and Azoune & Cherrared (2022) 

extensively investigated the complex characteristics of Tuntang Watershed and AHP-FMEA method 

for integrated river watershed management purposes. Building upon the findings of Jumadi & Priyana 

(2016), the development of a web-based GIS for surface water modeling could be a valuable plan for 

future flood hazard zoning modeling in Tuntang Watershed using AHP. 

The general objective of this research is to identify flood hazard zones using AHP method in 

Tuntang Watershed. Specifically, this study aims to create a map of the 9 parameters that influence 

flood hazards and analyze the relationships between these parameters based on their respective 

weights. Conducting this research is crucial considering the frequent and recurring floods that occur 

in the downstream areas of Tuntang Watershed (in Semarang and Demak) every year. By mapping 

flood hazard zones using the AHP method, this study will provide valuable information about the level 

of hazard in the upstream, middle part of watershed, and downstream areas of Tuntang Watershed. 

 

2. STUDY AREA 

 

Tuntang Watershed is located between 110°15' 50"E - 110°33' 20"E and 06°51' 25"S - 

07°26'40"S, with its main river stretching 139 km (Abiy et al., 2023). Tuntang Watershed is situated 

in the eastern part of the administrative region of Semarang City. It comprises five administrative 

regions, namely Demak Regency, Semarang Regency, Grobogan Regency, Salatiga City, and 

Boyolali Regency (Murtiono & Paimin, 2016). Below are the administrative map (Fig. 1) and a table 

showing the area and percentage for these five regions within Tuntang Watershed (Tab. 1). 

                                                                                                         Table 1.  

Area and percentage of administrative regions in Tuntang Watershed. 

No. Regency/City 
Area of Tuntang Watershed  

(km2) 

Percentage 

(%) 

1 Demak 851.50 39.28 

2 Semarang 658.43 30.38 

3 Grobogan 555.73 25.65 

4 Salatiga 57.03 2.64 

5 Boyolali 44.61 2.05 

Source: Ministry of Environment and Forestry, 2016. 

The Tuntang Watershed has unique hydrological conditions with eight sub-watershed forms 

differently shaped. The largest administrative area is Demak Regency. Tuntang is the main river in 

the watershed system, along with two other secondary rivers, the Senjoyo River with an area of 120 

km2 and the Bancak River with an area of 140 km2. There are eight subwatersheds that pass through 

Tuntang Watershed, such as: Senjoyo, Bencak, Tuntang Hilir, Temuireng, Blorong, Rowopening, 

Jajar, and Tuk Bening (Murtiono & Paimin, 2016). In the last 30 years there have been changes in 

increasing rainfall and discharge in the Tuntang watershed. For this study, monthly rainfall data were 

compiled for 11 stations around Tuntang Watershed (Fig. 1.). Almost all stations had some periods of 

data gaps ranging from a few days to several years, the gaps being filled by CHIRPS data with 

neighboring stations having highly correlated precipitation records. However, many stations still have 

other limitations that make them unsuitable for analysis. The temporal scope of data from the past to 

the present of annual rainfall for the last 30 year ago (Table 2.). 
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Fig. 1. Location of Tuntang Watershed Area on a map of Central Java, Indonesia. 

 

                                                                                                                                             Table 2.  

Properties of annual rainfall data around Tuntang Watershed year 1992-2022. 

Year of Record Annual Mean (mm/year) Minimum (mm/year) Maximum (mm/year) 

1992 1,195.14  1,154.18 1,236.90 

2002 1,196.35 1,154.33 1,239.92 

2012 1,196.34 1,154.32 3,989.92 

2022 1,274.00 1,228.98 1,321.20 

Source: CHRIPS Analysis, 2023. 

 
3. DATA AND METHODS 
 

3.1. Parameters of Flood Hazard Analysis 
 

The data in this study consist of 9 parameters that influence floods. The study primarily utilized 

secondary data from various sources and institutions. Table 3. presents the required data and sources 

for this research. The offline forum group discussion (FGD) was also conducted to determine the 

level of importance or weight of each parameter. Ten respondents were interviewed, representing 

experts from various fields in physical and technical geography. These experts assessed the 

importance of the 9 parameters by comparing them to each other using AHP technique. The obtained 

weights will follow the overall weight result from the AHP Calculator. Ultimately, this expert 

judgment will determine the ranking of each parameter in relation to its influence on floods in 

the Tuntang Watershed. Other methods that might be used for future research are AHP and FMEA 

(Azoune & Cherrared, 2022). In this case, AHP was used only up to the stage of detecting flood 

hazard zones based on mathematical and psychological technique. To reach the risk stage, 

management understanding methods such as Failure Mode, Effect and criticality Analysis (FMEA) 

are needed.   
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                                                                                                                                                               Table 3.  

Data and sources used in the study. 

 

3.2. AHP calculation 
 

Spatial decision support system is one of the machine learning techniques based on Artificial 

Intelligence (AI) (Sànchez-Marrè, 2022). The AHP is one of the tools in spatial decision support 

systems developed for complex multi-criteria evaluation (Sugumaran et al., 2011). Previously, the 

widely used multi-criteria weighting method was the Weighted Linear Combination (WLC). 

However, one of the weaknesses of WLC is the potential bias in effectively assigning weights 

(Malczewski, 1998). In an effort to reduce user bias, AHP was developed in the 1980s by Saaty 

(1987) and can help determine the level of influence of each parameter on specific phenomena 

(Sugumaran et al., 2011). 

In the process of determining objective weight scales in this research, OWA is used to integrate 

AHP. AHP serves as a global tool to construct the hierarchical structure of location decision 

problems, while OWA is employed to analyze the entire process and prioritize each alternative 

(Meng et al., 2011). The OWA operator, driven by linguistic metrics, provides a general framework 

for generating local AHP aggregates (Malczewski, 1998). The overall priority scores, Ri, for the 

alternative of i is calculated using the following equation. 

 
                                                           𝑛 

Ri = ∑ 𝑊𝑗𝑋𝑖𝑗  
                                                              𝑗=1 

                                      (1) 

where Wj represents the combined aggregate weight of goal weight and attribute weight.  

 

The weights are calculated through the multiplication of relative weight matrices at each 

hierarchy level. Xij denotes the standardized attribute value for the alternative of i (Malczewski, 

1998; Meng et al., 2011). The weight determination in this research adopts the importance scale 

developed by Saaty (1987), comprising 9 scales of intensity in the importance table (Table 4.). 

No Data Sources Function 

1 Shapefile data of the Tuntang 

Watershed and its surroundings 

Ministry of Environment and 

Forestry (KLHK) 
Research area boundary 

2 Shapefile data of river network Geospatial Information Agency 
(BIG) 

Parameters distance to river 

 

3 
Topographic Map of Indonesia 

Scale 1:25,000 sheet Semarang and 

Surrounding Area 

Geospatial Information Agency 

(BIG) 

 

Land use parameter 

4 Landsat 8 Remote Sensing Image, 

Recorded in 2022 

United States Geological Survey 

(USGS) 
NDVI Parameter 

5 ASTER DEM data scene of 

Semarang and its surroundings 

United States Geological Survey 

(USGS) 

Elevation, slope, curvature, 

and TWI parameters. 

 
6 

 
Soil type data 

Indonesian Center for Agricultural 

Land Resources 
Research and Development 
(ICALRD) 

 
Soil type parameter 

 

7 
 

Average rainfall data 
Climate Hazards Group 
InfraRed Precipitation with Station 
data (CHIRPS) 

 

Precipitation parameter 

8 Expert Judgement Offline FGD Hazard assessment 
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                                                                                                                                                Table 4. 

Fundamental scale of importance intensity used in this research (Saaty, 1987). 

Intensity of 

importance on an 
absolute scale 

 

Definition 

 

Explanation 

1 Equal importance Two activities contribute equally to the 
objective 

3 Moderate importance of one over another Experience and judgement slightly 
favor one activity over another 

5 Essential or strong importance Experience and judgement strongly 
favor one activity over another 

7 Very strong importance An activity is strongly favored and its 
dominance demonstrated in practice 

 

9 

 

Extreme importance 
The evidence favoring one activity over 
another is of the highest possible order 
of affirmation 

2, 4, 6, 8 Intermediate values between the two 
adjacent judgements 

When compromise is needed 

 
Reciprocals 

If activity i has one of the above numbers 
assigned to it when compared with 
activity j, the j has the reciprocal value 

when compared with i 

 

 

Rationales 
 

Rations arising from the scale 
If consistency were to be forced by 
obtaining a numerical value to span the 
matrix 

 

 

3.3. Validation of AHP Models 

 

The first step of the AHP method uses pairwise comparison which the value will be normalized 

to obtain the value used in the weighting of each parameter. The ranking results based on the criteria 

(Fig. 2a.) generated a pairwise comparison matrix (Fig. 2b) to validate whether the normalized 

relative weights align with geographical conditions and flood hazard causes at the research location 

(Yolanda et al., 2019). After obtaining the decision matrix, eigenvectors and consistency ratio (CR) 

are determined. The study involved 36 comparisons of variables we have, resulting in a principal 

eigenvalue of 9.557, which was then normalized through 5 iterationsto obtain the relative weights 

in the eigenvector solution. The obtained consistency ratio is 4.8%, calculated from the maximum λ 

(or an estimated value). Although the CR value is relatively high (> 0.1) (Saaty, 1987; Yolanda et 

al., 2019), it falls into the "good" category according to the AHP calculator. Experts have different 

perceptions of the priority between one parameter and another due to differences in the variation of 

flooding that occurs in the Tuntang watershed. In this case, the focus group discussion determined 

the closest weight from several experts (Fig. 2.). Nevertheless, all experts agree that parameters such 

as rainfall intensity and distance from settlements to the river carry significant weight when 

associated with frequency of flood hazard. 

The second step is to classify each dimension into sub-categories and assign weights to each 

category. The maximum and minimum values for each class vary from 1 to 5. The seven factors are 

divided into five classes, while the curvature and soil factors are divided into three and four classes. 

Furthermore, from each class, the normalization is calculated to determine the weight of each class 

(Mujib et al., 2021). The Manual interval method used to determine classes for nine parameters. The 

final step is validation survey and analysis of the model results. Fig. 3. presents the flowchart of the 

GIS-based hydrological modeling approach to realize this study. 
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(a)                                           (a)                                                                   (b) 
Fig. 2. The resulting weights of priorities for the criteria based on pairwise comparisons - a; 

               The       resulting weights are based on the principal eigenvector of the decision matrix – b. 
 

Fig. 3. Flowchart of research methodology. 
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4. RESULT 

 

4.1. Flood Hazard Parameter Analysis 

 

The weighting results of the 9 parameters were prioritized using the AHP calculator, as shown 

in Fig. 2. and Fig. 4. below. The contribution of each category in determining flood hazard areas is 

described in Table 5. Rate 1 is the level with the least impact on floods, rate 5 is the level with the 

most flood impact in this study. The top priority is precipitation from the annual rainfall data 

(CHRIPS), with a weight of 25.4%. Rainfall intensity and precipitation are directly proportional to 

the level of flood hazard. During the rainy season, high rainfall in the upstream area leads to an 

increased potential flood hazard downstream (Zhou et al., 2021; Negese et al., 2022; Sari, 2023). 

Precipitation holds the highest weight due to the average annual rainfall in the upstream of the 

Tuntang Watershed ranging from 1,000 mm/year to over 3,500 mm/year. The flood hazard classes 

determine from manual interval method based on the precipitation parameter are as follows: very 

high if the rainfall exceeds 3,500 mm/year, high for 3,000-3,500 mm/year, moderate for 2,500-3,000 

mm/year, low for 2,000-2,500 mm/year, and very low for 1,000-2,000 mm/year. 

The second priority is the distance from the river, accounting for 22.3% weight. If buildings 

are located at an unsafe distance from the riverbanks, the risk of flooding increases significantly 

(Aisha et al., 2019). The distance from the river parameter is closely related to the Land Use Land 

Cover (LULC) that occurs around the riverbanks in the Tuntang Watershed. The results of the 

Euclidean Distance with manual interval method based on the distance to river parameter are as 

follows: very high (0 m – 511.89 m), high (511.89 m – 1,044.25 m), moderate (1,044.25 m – 

1,719.95 m), low (1,719.95 m – 2,702.78 m), and very low (2,702.78 m – 5,221.28 m). The distance 

from 0 – 511.89 m from river is the most expansive area and very prone to flooding. It covers about 

73% of the total area. 

The third priority is Land Use Land Cover, accounting for 10.3% weight. The main land use 

change, particularly from vegetation to built-up areas, leads to rainwater having a higher potential 

to become surface runoff instead of being absorbed by the soil surface (Kusumo & Nursari, 2016; 

Irza & Syabri, 2016; Yolanda et al., 2019). Land use changes, especially in forested areas, have 

significant impacts, particularly when the changes involve compacting the soil surface (reducing soil 

permeability), which in turn decreases infiltration rates and increases surface runoff (Asdak, 2017; 

Edial & Triyatno, 2008). The Tuntang Watershed exhibits various land covers, as observed from the 

latest data provided by the Geospatial Information Agency (BIG). These land covers include trees, 

flooded vegetation, crops, built areas, clouds, water, and bare ground. The flood hazard is high in 

areas covered by built-up areas. Flood hazard classes of LULC determine from Table 5. The largest 

area is crops in middle part of watershed, with 39.24% of the total area. It causes crops to be quickly 

affected by flooding. According to Sentinel satellite's classification calculations on ArcGIS 

Software, clouds affect the appearance in the study area by 21% of the total area (Fig. 4c.). The 

distribution of clouds is mainly located in the upstream part of the watershed.  

The fourth priority is a slope, accounting for 10.1% weight. The slope gradient around the 

Tuntang Watershed ranges from 0 to 8% (low flow velocity), covering an area of 1,176.05 km2, and 

it is very steep (21% - 65.62% with very high flow velocity), covering an area of 42.19 km2. The 

watershed has an elongated shape, with sub-watersheds ranging from the 4th to 6th order, and a 

rectangular dendritic flow pattern (Sriyana, 2011; Rifani et al., 2014). Flood hazard classes 

determine from manual interval method based on the slope parameter are as follows: very high (0% 

- 2%), high (3% - 7%), moderate (8% - 13%), low (14% -20%), and very low (21% - 65.62%). Due 

to the variation in slope gradients across the 8 sub-watersheds of Tuntang, different types of floods 

occur. However, if the main focus is on the downstream areas with flat slopes or flood inundation, 

the slope classes have an inverse relationship with flood hazard classes. The high range slope class 

(3%-7%) covers about 46.24% which means the largest part of the total area. The very high flood 

hazard from slope values are distributed about 25.37 % of the study area. 

The fifth priority is the NDVI (Normalized Difference Vegetation Index), accounting for 8.2% 
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weight. NDVI can indicate various parameters, including green leaf biomass, which can be estimated 

for vegetation distribution (Lestari et al., 2018). The NDVI values range between -1 and 1 (Gessesse & 

Melesse, 2019). The ratio between highly reflective near infraread (NIR) and highly absorbing red 

wavelengths in healthy and stressed plants that exhibit reduced NIR and increased red reflectivity. It is 

defined as:  

𝑁𝐷𝑉𝐼 =  
(𝜌𝑛𝑖𝑟−𝜌𝑟𝑒𝑑)

(𝜌𝑛𝑖𝑟+𝜌𝑟𝑒𝑑)
     (2) 

 

The NDVI value has an inverse relationship with flood hazard classes. As the vegetation index value 

increases (approaching 1), indicating greener and denser vegetation cover, it enhances infiltration 

and reduces the flow rate of water. In this study, a higher vegetation index corresponds to a lower 

flood hazard class. The variation of NVDI value in this study is between 0.61-0.09. The flood hazard 

classes determined by the manual interval method (formula 2) based on the NDVI parameter are as 

follows: very low (0.61-0.33), low (0.33-0.27), moderate (0.27-0.20), high (0.20-0.10), and very 

high (0.10-0.09). The largest part of the total area (30.08%) is covered by the low range NDVI class 

(0.33-0.27). The high class NDVI values are distributed on about 5.42% of the study area. 

The sixth priority is the location's elevation, accounting for 7.7% weight. The elevation in the 

Tuntang Watershed varies from the upstream areas to the outlet, which is the Java Sea. The elevation 

classes have an inverse relationship with flood hazard classes, meaning that lower elevations are 

more susceptible to flood disasters, especially flash floods or inundation events (Zevri, 2022). The 

variation of elevation value in this study area is between 1 m - 3,056 m. Flood hazard classes 

determine from manual interval method based on the elevation parameter are as follows: very high 

(1 m - 252.58 m), high (252.58 m - 623.98 m), moderate (623.98 m - 1,007.35 m), low (1,007.35 m 

- 1,630.33 m), and very low (1,630.33 m - 3,056 m). The elevation class with most significant area 

is very high class (1 m – 252.58 m) which covers about 62.15 % of the total area. 

The seventh priority is the curvature, accounting for 7% weight. The curvature parameter is 

divided into concave, flat, and convex categories. It is used to describe its quantitative nature to 

understand erosion and runoff processes. Acceleration and deceleration affect the flow of water 

across the surface. Negative values indicate a concave upward surface, resulting in slower flow such 

as depressions and valleys. Positive values indicate a convex upward surface leading to faster flow 

such as hills and ridges. Values close to 0 represent flatness. Curvature has a minor effect on 

flooding, although it cannot be ruled out (Das, 2018; Mujib, 2021). The flood hazard classes 

determine from manual interval method based on the curvature parameter are as follows: very 

high/concave (<-0.1), moderate/flat -0.1 – 0.01), and very low/convex (>0.01). In this case, the 

concave curvature is classified into the highest or most hazardous class, with 23.01 % of the total 

area. The flat curvature has the largest area with 59.02% of the total area. The concave has the 

smallest area with 17.97 % of the total area. 

The eighth priority is the TWI (Topographic Wetness Index), accounting for 6.9% weight. TWI 

is a method used to analyze soil moisture levels and areas of water runoff by assessing the wetness 

of the topography. The Tuntang Watershed exhibits varying levels of topographic wetness, with the 

lowest values having a TWI of 2.86 and the highest values reaching 22.47. According to Ballerine 

(2017), TWI is a valuable tool for understanding surface water flow and groundwater flow by 

applying principles from topography and hydrology. The results of TWI analysis can be used as one 

of the parameters to assess the and potential hazards of flood disasters. The variation of TWI value 

in this study is 22.47-2.83. Flood hazard classes determine from manual interval method based on 

the TWI parameter are as follows: very high (13.61-22.47), high (10.38-13.61), moderate (8.22-

10.38), low (6.45-8.22), and very low (2.83-6.45). The low range TWI class (6.45-8.22) covers the 

largest area of about 40.65% of the total area. The high TWI values are distributed on about 3.44% 

of the study area. 

The ninth priority is the soil type, accounting for 2.1% weight. In the study of the Tuntang 

Watershed, soil type has the smallest weight because of its low correlation with floods. Additionally, 

soils can be modified, for example, through the construction of irrigation channels and water 
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management. Soil texture also plays a role in determining soil water dynamics, including infiltration 

rate, penetration, and water retention capacity (Taryono et al., 2001; Edial & Triyatno, 2008). The 

dominant soil types in the Tuntang Watershed are Cambisol, Mediteran, and Gleysol with a 

predominantly moderate flood hazard. It covered 83.04% of the entire study area. Low hazard is 

found around the reservoir area with Latosol soil type. In the downstream areas, there is Regosol 

soil type consisting of coarse grains originating from volcanic eruptions, resulting in low hazard. 

Podsolic and Andosol soils in some upstream and middle part of watershed areas fall into moderate 

hazard category. The very high flood hazard has latosol which covered the area about 1.17% of the 

total area.  

 
                                                                                                                                 Table 5.  

Classes of the factors and according weights. 

Factors Class Rate 
Weight 
 

Precipitation (mm/year) >3,500 5 25.4% 
3,000-3,500 4 

2,500-3,000 3 

2,000-2,500 2 

1,000-2,000 1 

Distance to River (m) 0-511.89 5 22.3% 
511.89-1,044.25 4 

1,044.25-1,719.95 3 

1,719.95- 2,702.78 2 

2,702.78- 5,221.28 1 

LULC Waterbody, flooded vegetation 5 10.3% 

Low dense vegetation/ agriculture areas, urban/ 
other areas 

4 

Crops 3 

Barren lands, bare ground 2 

High dense vegetation/ forest/tree 1 

Slope (%) 0-2 5 10.1% 
3-7 4 

8-13 3 

14-20 2 

21-65.62 1 

NDVI 0.10-0.09 5 8.2% 
0.20-0.10 4 

0.27-0.20 3 

0.33-0.27 2 

0.61-0.33 1 

Elevation (m) 1- 252.58 5 7.7% 
252.58 - 623.98 4 

623.98 – 1,007.35 3 

1,007.35 – 1,630.33 2 

1,630.33- 3,056 1 

Curvature Concave (< -0.1) 3 7% 
Flat (-0.1 - 0.01) 2 

Convex (>0.01) 1 

TWI 13.61-22.47 5 6.9% 
10.38 – 13.61 4 

8.22-10.38 3 

6.45-8.22 2 

2.83 – 6.45 1 

Soil Other/ Latosol 5 2.1% 
Podsolic, Andosol 4 

Cambisol, Mediteran, Gleysol 3 

Regosol 1 
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4.2. Identification of Flood Hazard Potential Zones 

 

This study identifies the most influential factors on floods using nine predetermined criteria. The 

selected parameters are tailored to the proximity and relevance to the geographical conditions of the 

Tuntang Watershed. Floods in the upstream areas of the watershed, accompanied by erosion and lack 

of infiltration areas, have influences for downstream areas such as Semarang and Grobogan. These 

findings highlight the need for caution, especially during the rainy season, as all activities along the 

watershed may be at risk of flood impacts in certain areas (Development Planning Agency at Sub-

National Level of Grobogan District, 2021; Priyana et al., 2014; Safitri et al., 2017). 

The findings indicate that the Tuntang Watershed has a high flood hazard, primarily in the 

upstream and middle part of watershed areas. Based on Fig. 5. and Table 6., the three largest 

locations with very low flood hazard (shown in dark green on the map) are Semarang covering 60.48 

km2 (5.09%), Grobogan covering 2.13 km2 (0.18%), and Salatiga covering 2.13 km2 (0.18%). 

Locations with low flood hazard (light green on the map) are Semarang covering 107.70 km2 (9.06%), 

Grobogan covering 38.04 km2 (3.20%), and Demak covering 13.50 km2 (1.14%). Locations with 

moderate flood hazard (yellow on the map) are Semarang covering 151.54 km2 (12.75%), Grobogan 

covering 90.14 km2 (7.58%), and Demak covering 55.54 km2 (4.67%). Locations with high flood 

hazard (orange on the map) are Grobogan covering 183.31 km2 (15.42%), Semarang covering 

148.75 km2 (12.51%), and Demak covering 110.14 km2 (9.26 %). Locations with very high flood 

hazard (red on the map) are Grobogan covering 102.17 km2 (8.59 %), Demak covering 49.75 km2 

(4.18%), and Semarang covering 45.23 km2 (3.80%). Areas with high and very high flood hazard 

require special attention, especially during the rainy season with rainfall exceeding 200 mm/month 

in the wet months. 

Fig. 5. Spatial distribution of flood hazard. 
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                                                                                                                                                             Table 6. 

Results of flood hazard modeling area using AHP. 

Regency / 

City 

Area of Classes Total 

WB % VL % L % M % H % VH %  

Demak   0.815 0.07% 13.5 1.14% 55.54 4.67% 110.14 9.26% 49.75 4.18% 231.20 

Grobogan   2.13 0.18% 38.04 3.20% 90.14 7.58% 183.31 15.42% 102.17 8.59% 346.84 

Semarang 0.26 0.02% 60.48 5.09% 107.7 9.06% 151.54 12.75% 148.75 12.51% 45.23 3.80% 511.22 

Boyolali   1.69 0.14% 5.24 0.44% 9.67 0.81% 11.24 0.95% 19.67 1.65% 46.62 

Salatiga   2.13 0.18% 6.96 0.59% 18.31 1.54% 20.51 1.73% 5.11 0.43% 53.04 

Total 
  

67.24 
5.66  

% 
171.44 

14.42

% 
325.2 

27.35

% 
473.95 

39.86

% 
221.93 

18.67

% 
1,188.92 

Note: WB – water body (km2), VL – very low hazard (km2), L – low hazard (km2), M – moderate hazard (km2), H 

– high hazard (km2), VH – very high hazard (km2). 

 

5. DISCUSSIOS 

 

         Upon examining Fig. 5., it can be seen that in the upstream area of the Tuntang Watershed, 

there is already a natural lake called Rawa Pening (water body) that can serve as a natural reservoir 

in flood control efforts for the upstream area of the Tuntang Watershed. However, according to the 

research by Murtiono & Wuryanta (2016), there has been an increase in sedimentation every year, 

from 133.75 m3 in 1993 to 149.22 m3 in 2003. As a result of this eutrophication, the water storage 

capacity in Rawa Pening has decreased by around 16 million m3 over a period of 28 years (Murtiono 

& Wuryanta, 2016). The changes in LULC from satellite images Sentinel-2A year 2012, 2017, and 

2022 were presented on the Fig. 6. 

Fig. 6. LULC map changes between year 2012, 2017, 2022. 
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                                                                                              Table 7. 

LULC area changes between year 2012, 2017, 2022. 

LULC 
Area (km2) 

2012 2017 2022 

Built Area 107.17 258.73 292.97 

Trees 595.72 289.16 352.15 

Water 28.95 29.50 57.65 

Bare Ground 29.91 0.25 0.01 

Rangeland 75.13 176.99 96.83 

Crops 449.53 531.55 497.47 

Flooded Vegetation 19.34 14.19 32.94 

Source: Satellite image data of Sentinel-2A, 2023. 

 

Besides riverbed sediment conditions, LULC changes flood hazard occurrences in the Tuntang 

Watershed. According to Lusi & Afrizal (2015), flood disaster mitigation in a watershed can begin 

with regulations on land use and spatial planning around the watershed, enforced through both central 

and regional government legislation. Fig. 6. LULC change through Sentinel 2A satellite imagery for 

the last ten years, namely 2012, 2017, and 2022, shows a significant LULC change. The largest area 

of change is the built area, with an increase of 14.29% between 2012-2022. The appearance of the 

built area on the map is seen to lead to the north or downstream area of the watershed and around 

Rawa Pening Lake. Fluctuations in the upward change trend also occurred in crops and rangeland, 

which increased in 2017 and decreased in 2022. In addition, other changes in trees, water, and 

flooded vegetation were detected by Sentinel 2A data. In 2017, there was a significant reduction of 

23.58% in tree area, but it increased again by 4.84% in 2022. It is most likely related to trees growing 

and being detected by satellite imagery. Meanwhile, other significant changes were in water cover 

and flooded vegetation, which increased by 2.2% and 1.04% between 2012-2022.  

In terms of climate, based on 30-year statistical observation in Table 2. (1992-2022) from 11 

meteorological stations around the Tuntang watershed in Fig. 1. and CHRIPS data analysis, annual 

rainfall in the study area ranges from 1,154.18 mm/year to 3,989.92 mm/year. Cartographically, it 

can be seen in Fig. 4a. about the parameters for precipitation. The monthly rainfall intensity 

gradually increases from December to February (Murtiono & Paimin, 2016; Mujib et al., 2021). 

Dynamic changes such as LULC, urbanization, and increased household density in flood-prone areas 

will increase the likelihood of flood risk (Pelling, 2003). Land use in the study area is mainly crops, 

trees, and built areas (Fig. 6. and Table 7.). When linked to the average rainfall data for the last 30 

years, there is an increase in water input into the watershed. It implies that LULC change and 

sediment significantly affect flood infiltration and runoff. Flood is also directly caused by heavy 

rainfall, which affects runoff volume, filling or even overflowing the drainage canal network, 

leading to very high discharge downstream and outlet of the watershed (Youssef, 2009; Mujib et al., 

2021). The results of rainfall weighting based on focus group discussion shows a high percentage 

level because rainfall influences the infiltration process of the soil, which makes soil cavities that 

should be dry and filled with water. 

The results of distance to river has a weight of 22.3% (Fig. 4b.). It shows a distance to river 

almost comparable to rainfall. The almost comparable weighting results were determined by expert 

judgment by taking opinions from experts and previously published research to support the FGD 

process (Saaty, 1987; Das, 2018; Upwanshi et al., 2023). The proximity of the river causes runoff 

that cannot be accommodated when the water discharge rises due to the small water boundaries in 

the flood hazard area, which causes a high volume of accumulation of water sent from higher slopes.  
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                                                                                                               Table 8.  

Correlation between annual rainfall and discharge of Tuntang Watershed. 

 Annual Rainfall Discharge 

Annual Rainfall  

Pearson Correlation 1 -.495 

Sig. (2-tailed)  .505 

N 4 4 

Discharge 

Pearson Correlation -.495 1 

Sig. (2-tailed) .505  

N 4 4 

Source: Data Processing with SPSS, 2023. 

 

The correlation results in Table 8. show a significant level at 0.505, indicating that the two 

variables, rainfall from Table 2. and the discharge of Tuntang Watershed year 1935-2015 (Maulana 

et al., 2017), do not have a significant relationship. The N value of only four variables affects the 

significance value. The analysis further indicates that the correlation is insignificant for upstream, 

middle part of watershed, and downstream meteorological stations. The correlation value is at -

0.495, meaning rainfall has a moderate correlation with the increase in Tuntang watershed discharge. 

The two variables had a negative relationship where annual rainfall greater than discharge. Hence, 

high rainfall does not significantly affect the increase in water discharge in the Tuntang watershed. 

In this case, other factors affect the intensity of flooding in the Tuntang watershed besides rainfall, 

including the distance to the river and significant LULC in the catchment zone. The results of this 

study show that rainfall, distance to the river, and land use change have significant weights in flood 

hazard analysis. In addition to the three most significant influential factors from the AHP results 

through FGDs, it is still necessary to conduct an in-depth study of 6 other factors that have a smaller 

portion in flood disasters in the Tuntang watershed, including slope, NDVI, elevation, curvature, 

TWI, and soil. 

 
6. CONCLUSIONS 

 

This study successfully comprehensively modeled flood hazard zones in the Tuntang 

Watershed. The uniqueness of the research and its innovative character lie in the multi-criteria 

analysis AHP method used. Nine parameters influencing flood hazard were weighted based on 

expert assessments. The research identified five hazard zones: very low, low, moderate, high, and very 

high. AHP seem to be more efficient, particullary for modelling flood hazard with large area (Fig. 

5.). According to the results, the highest priority has precipitation, distance to the river, LULC, 

Slope, NDVI, elevation, curvature, TWI, and soil, contributing to periodic floods in some 

administrative areas (Fig. 4.). Factors such as high rainfall in the upstream areas, proximity to rivers, 

land use and land cover changes, and slope variations play significant roles in influencing water level 

fluctuations. A decision support tool must be supported by survey or field visit. Based on the 

modeling results, administrative areas falling under the category of very high hazard are Grobogan, 

Semarang, and Demak. 

Preventive measures and flood disaster mitigation are necessary to reduce the impact of material 

and human losses in these regions. In other hand, it would be important to combine other methods, 

in term of watershed management. Flood prevention in the upstream and middle part of the Tuntang 

Watershed can be achieved through flood disaster mitigation. The mitigation process requires the 

involvement of various stakeholders, including the government, experts (academics), and 

communities living along the Tuntang Watershed, especially those residing in high and very high-

hazard zones. In addition, proper, and secure evacuation routes and shelters should be prepared to 

minimize both material and non-material losses during flood events. 
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ABSTRACT: 
The northern part of Thailand always has  PM  10exceeding the standard value which causes danger to 

public health. Major cause arises from open burning and forest fires, in addition, its meteorology and 

topography are likely to accumulate PM10. This study aims to determine the relationship between PM10 

quantity from the ground station and Aerosol Optical Thickness (AOT) from the Terra Satellite-

MODIS system in Chiang Mai province in northern Thailand.  The operations are 1) analyze data of 

PM10 and AOT, 2) analyze  the statistical relationship in five models, namely exponential models, linear 

models, logarithmic models, polynomials  models, and power models,  and  3) PM10 and  spatial AQI. 

The result found that it has a consistency between PM  10and  AOT  and  PM10 and  spatial AQI. The 

statistical relationship in five models found that January has the most R2 in polynomials  models, 

February has the most R2 in logarithmic models, March has the most R2 in power models, and April 

has the most R2 in linear models and polynomials models. 

 

Keywords: Air pollution, PM10, Remote Sensing, Aerosol Optical Thickness 

1. INTRODUCTION 

Progress and technological development increase constantly lead to the expansion of the 

industrial sector. Further the increase in population, the needs of humans also increase, including the 

fourth requisites, values, beliefs, culture, and traditions are increase and decrease according to the 

time (Sumungkalo, 2017). From human needs, inventions are created to facilitate human and cause 

more pollution in terms of air pollution, water pollution, noise pollution, and odor pollution (Kasetsart 

University, 2023). The increase of such pollution initiates particulate matter in the atmosphere and 

affects people such as  respiration, transportation, and health and most of the causes arise from humans 

such as particulate matter from industrial estate operations, vehicles, and so on (BBC News, 2023). 

Air pollution is an essential environmental problem in Thailand that originates from human 

activities such as open burning, communication, transportation, construction, industrial plants, and so 

on (Seinfeld, 1986; Pochanart et al., 2001; Kongpon & Srithawira, 2016).  The report on air pollution 

in the area of Thailand found that particulate matter  is the first significant air pollution problem 

(Mahidol University, 2023) and  accumulated particulate matter  in Thailand is ranked 11th in the world 

(Thecitizen, 2023).  A report on the pollution situation in Thailand found that air pollution is a major 

problem, especially the problem of particulate matter less than 10 Microns (PM10).  It can be either 

solid or liquid and invisible, the size of invisible particulate matter is 0.002  µm  up to larger than 500 

µm  (Nguyen et al., 2017; Kanjanasiranont et al., 2022; Silva et al., 2022),  and visible particulate 

matter has a size of 50 Microns. The United States Environmental Protection Agency has determined 

the standard of small particles into two types which are PM10 as course particles and PM2.5 as final 

particles (The United States Environmental Protection Agency, 2023).  
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This research refers to PM10 which is course particles and  its diameter is 2.5 – 10 µm. It arises 

from open burning, fuel combustion, industrial processes, grinding, milling, making as a powder from 

construction, and so on. The above-mentioned will affect health as it will accumulate in the respiratory 

system after inspiration (Air4thai, 2023).  PM10, also known as coarse particles, refers to airborne 

particulate matter with a diameter ranging from 2.5 to 10 micrometers. This type of particulate matter, 

when present in significant quantities, is often easily observable. Examples include dust particles 

adhering to surfaces, pollen from flowers, or airborne particles generated from construction activities 
(Air4thai, 2023). PM10 in Thailand has an impact more than the normal respiratory system  as these 

particles are small enough to be absorbed in the bloodstream and get through the lungs. In daily life, 

human is unable to avoid particles both inside and outside the house, once it has accumulated, they 

will affect the respiratory system or allergy  (The National Science Museum Thailand, 2023).  The 

northern part of Thailand encounters a smog crisis every year. By following up smog situation in the 

study area using an automatic air  quality monitoring station from the Pollution Control Department 

of Thailand found that the quantity of PM10  severely exceeds the standard from January to April every 

year (Pollution Control Department, 2022).      

Currently developed technology is created to be used for many purposes and one of them is 

Remote Sensing Technology. Remote Sensing Technology has physical  principles of electromagnetic 

waves to acquire information without making physical contact with objects. It has three components 

which are Spectral, Spatial, and Temporal component (ESA, 2016; Elachi & Zyl, 2021; The 

University of Lucknow, n.d.). However, using Remote Sensing Technology under satellite data 

applications can survey a wide area and cost less than ground survey, therefore this technology has 

been used extensively in various studies on natural resources and the environment (Gomasathit et al., 

2015; Laosuwan et al., 2023; Phoophiwfa et al., 2023).  In the past measuring particulate matter in the 

atmosphere could be done by measuring tools and sensors only (Pollution Control Department, 2023), 

later Remote Sensing Technology was used to measure the quantity of particulate matter by using 

data from natural resources and environment observation satellites. After researching documents and 

relevant research found that data from satellites has been used to estimate particulate matter in the 

atmosphere such as research on “Spatiotemporal Patterns of PM10 Concentrations over China during 

2005–2016: A Satellite-based Estimation using the Random Forests Approach” by Chen  et al., (2018), 

research on Patterns of Relationship between PM10 from Air Monitoring Quality Station and AOT 

Data from MODIS Sensor Onboard of Terra Satellite”  by Suriya et al., (2021), research on 

“Estimation of Ground PM2.5 Concentrations in Pakistan Using Convolutional Neural Network and 

Multi-Pollutant Satellite Images”  by Ahmed et al., (2022), research on “The Human Health Risk 

Assessment of Particulate Air Pollution (PM2.5 and PM10) in Romania”  by Bodor et al., (2022), and 

research on  “ Estimation of Particulate Matter Less Than 10 Microns Volume through Various 

Formats of Spatial Interpolation Methods” by Itsarawisut & Laosuwan (2022). 

This research is an assessment of the relationship between PM10 from the ground station and 

Aerosol Optical Thickness (AOT) from the Terra Satellite-MODIS system from January to April 2022 

in Chiang Mai province, the northern part of Thailand.  

2. MATERIALS AND METHODS 

2.1. Study Area 

Chiang Mai Province (Fig.1) is a province in the northern part of Thailand, its area covers 20,107  

km2 which is the second largest province in the country and has a population of approximately 1.76 

million people which is the fifth largest amount in the country.  The general topography is mountain 

and grove wood and has plains in the middle along Ping River. The highest mountain in Thailand is 

Doi Inthanon located in Chom Thong District with a height is approximately 2,565 meters. In 

addition, other mountains that have lower heights are Doi Pha Hom Pok (Fang District) with a height 

is 2,285 meters, Doi Luang Chiang Dao (Chiang Dao District) with a height is 2,170 meters, Doi 

Suthep (Mueang Chiang Mai District) with a height is 1,601 meters.  
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Fig. 1. The Study area. 

The climate in Chiang Mai has an average temperature throughout the year is 25.4  °C, an average 

maximum degree is 31.8 °C, an average minimum degree is 20.1°C and an average rainfall is 1, 100-

1, 200  millimeters. Chiang Mai will confront two monsoons; southwest monsoon and northeast 

monsoon. Its climate is divided into three seasons, namely summer, rainy, and winter.  

 

2.2. Satellite data 

Moderate-Resolution Imaging Spectroradiometer Sensor System or MODIS installed on the 

Terra Satellite is a spectrum radiometer developed from Advanced Very High-Resolution Radiometer 

System or AVHRR installed on NOAA Satellite. MODIS sensor is designed to monitor and detect 

natural resources and the environment of the earth at the regional level. MODIS data has Swath 

approximately 2,330 Km, it can record data that covers the area around the world every 1-2 days and 

record data for 36 different bands that have wavelengths from 0.4-14 µm.  

MODIS Sensor System has product data that is divided into four levels, namely Level 0, Level 

1 , Level 2 , and  Level 3. Data from Level 2 product consists of five products, namely 1) Aerosol 

products and optical properties data, 2) Atmospheric water vapor data, 3) Physical properties of cloud, 

4) Atmosphere profile product, and  5) Cloud mask products where Aerosol Products (MOD04_L2) 

represents Aerosol Optical Thickness or  AOT both  on the land and in the sea and it is Near-real time 

product. 

 

2.3. Operation 

The study on relationship assessment between PM10 from the ground station and AOT from the 

Terra Satellite-MODIS system has the process in Fig. 2. 

2.3.1. Data of PM10 

A researcher gathers data from monitoring and detecting PM10 from the air quality monitoring 

ground station from January to April 2022 between 10.00-11.00 am. from a monitoring station at 

Chang Phueak Sub-district, Mueang District, Chiang Mai Province. PM10 criteria in Thailand are 

shown in Table 1.                     
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Fig. 2. Flowchart of the study. 

 

2.3.2. MODIS Data (MOD04_L2 Product) 

AOT data from measuring by MODIS Sensor can be downloaded from LAADS Web at  

https://ladsweb.modaps.eosdis.nasa.gov/search/order/1/MOD04_L2--61  and use package software to 

open data. MODIS AOT Data used as data in the product of Level2 named MOD04_L2 from 10.00-

11.00 a.m. (Local time UTC+7). 

2.3.3. Analysis of the statistical relationship 

This research has analyzed the statistical relationship between PM10 from the air quality 

monitoring ground station and Aerosol Optical Thickness (AOT) from the Terra Satellite-MODIS 

system to determine the relationship by analyzing the statistical relationship in five models, namely 

exponential models, linear models, logarithmic models, polynomials models, and power models. 

2.3.4. Analysis of Air Quality Index (AQI) 

AQI is a report of air quality that is easy to understand and disseminate to the public to be aware 

of air pollution in each area in terms of severity and health impact (Please see Table 1: AQI criteria 

in Thailand). 

 
Table 1.  

AQI criteria in Thailand (Air4thai, 2023). 

PM10 (µg./m3) 

Continuous 24 hour average 

meaning Colors used Guidelines for preventing impacts 

0-50 Very good  Blue No health effects 

51-80 Good    Green  No health effects 

 

81-120 

   

Moderate 

  

Yellow 

Patients with respiratory disease should 

avoid exercising outdoors. The general 

public, especially children and the elderly, 

should not engage in outdoor activities for 

long periods of time 

  

 

121-180 

 

Starting to 

affect health 

 

 

Ornage 

Patients with respiratory disease should 

avoid exercising outdoors. The general 

public, especially children and the elderly, 

should not engage in outdoor activities for 

long periods of time 

 

181 and up 

Affects health  

Red 

The general public should avoid 

exercising outdoors. For patients with 

respiratory disease should stay indoors 

https://ladsweb.modaps.eosdis.nasa.gov/search/order/1/MOD04_L2--61
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3. RESULTS AND DISCUSSION 

3.1. Analysis result of PM10 and AOT data  

Analysis result of PM10 from the air quality monitoring ground station at Chang Phueak Sub-

district, Mueang District, Chiang Mai Province from January to April 2022 and analysis result of 

AOT data from the Terra Satellite-MODIS system shown from Table 2 to Table 4  found that January 

has a maximum average of PM10 on January 30 which is 71 µg/m3, February has a maximum average 

of PM10 on February 13 which is 123 µg/m3, March has a maximum average of PM10 on March 24 

which is 282 µg/m3, and April has a maximum average of PM10 on April 2 which is 185 µg/m3. 

Comparing AOT data with PM10 from the ground station found that if AOT value decreases, then 

PM10 value decreases, on the other hand, if AOT value increases, then PM10 value increases as well. 

The analysis of PM10 can identify air quality that affects health and sanitation air quality index affects 

health and sanitation.  

Maximum PM10 in each month will affect health as follows: January (Table 2) has an average 

PM10 in green level which means people can do outdoor activity and travel as usual, February (Table 

3) has PM10 in orange level which causes health impact, people should be aware of their health. If 

initial symptoms occur such as cough, difficulty breathing, or eye irritation, outdoor activity should 

be reduced, or use self-protection equipment as necessary.  
                                                                                                                                   Table 2. 

AOT and PM10 values for January. 

Date AOT PM10 (g/m3) Date AOT PM10 (g/m3) 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

0.136 

0.134 

0.131 

0.128 

0.115 

0.132 

0.141 

0.128 

- 

0.121 

0.122 

0.142 

0.141 

0.119 

0.138 

0.123 

43 

42 

40 

41 

36 

40 

44 

49 

28 

40 

40 

44 

43 

38 

43 

41 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

 

- 

0.127 

- 

0.193 

0.124 

- 

0.201 

- 

0.192 

- 

0.191 

0.423 

0.421 

0.432 

0.431 

 

36 

48 

53 

56 

46 

43 

59 

55 

55 

46 

55 

69 

67 

71 

70 

 

                                                                                                                                         Table 3.  

AOT and PM10 values for February.  

Date AOT PM10 (g/m3) Date AOT PM10 (g/m3) 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

0.322 

0.391 

0.324 

- 

- 

- 

0.229 

0.229 

0.225 

0.22 

0.301 

0.401 

1.629 

0.345 

61 

65 

63 

44 

42 

42 

48 

49 

48 

46 

52 

76 

123 

79 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

0.341 

0.404 

0.401 

0.321 

0.346 

0.313 

0.315 

0.317 

0.481 

0.511 

0.345 

0.464 

0.491 

0.819 

68 

76 

75 

60 

79 

83 

86 

86 

90 

92 

78 

85 

90 

102 
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                                                                                                                                        Table 4.  

AOT and PM10 values for March. 

Date AOT PM10 (g/m3) Date AOT PM10 (g/m3) 

3 

4 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

0.221 

0.227 

0.226 

0.389 

- 

0.941 

0.923 

0.605 

0.926 

2.095 

0.883 

- 

0.574 

0.451 

74 

74 

74 

85 

- 

142 

182 

160 

186 

208 

144 

- 

122 

89 

7 

8 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

 

- 

0.236 

0.422 

0.421 

2.086 

2.263 

0.966 

0.954 

0.568 

0.769 

0.695 

1.341 

2.103 

- 

84 

83 

106 

207 

282 

198 

144 

122 

125 

118 

216 

231 

 

Anyone who needs special health care should reduce outdoor activity or use self-protection 

equipment as necessary. If health symptoms occur such as cough, difficulty breathing, eye 

inflammation, oppression in the chest, headache, irregular heartbeat, nausea, or fatigue should consult 

a doctor. March (Table 4) and April have PM10 in red level, people should avoid outdoor activity and 

areas with high air pollution or use self-protection equipment as necessary. If health symptoms occur 

should consult a doctor.                    

 

 3.2. Analysis result of the statistical relationship 

Analysis result of the statistical relationship between PM10 from the air quality monitoring ground 

station and AOT from the Terra Satellite-MODIS system to determine the relationship by analyzing 

the statistical relationship in five models, namely exponential models, linear models, logarithmic 

models, polynomials models, and power models can be described in Table 5.  

 
                                                                                                                                                                   Table 5.  

Analysis result of the statistical relationship. 

Statistical relationship Coefficient of Determination (R2) 

January   February March April 

Exponential models 0.8065 0.4673 0.787 0.8636 

Linear models 0.8624 0.5967 0.8453 0.8949 

Logarithmic models 0.917 0.7705 0.8703 0.8792 

Polynomials models 0.94 0.7603 0.8902 0.8949 

Power models 0.8749 0.6855 0.9072 0.8764 

 

Exponential models analysis explains that the relationship between AOT and PM10  in January 

has equation y = 34.712e1.702x and has a coefficient of determination  (R² ) equals  0.8065 which a 

coefficient of determination is more than 0.7 means an excellent relationship as it is close to 1, in 

February has equation y = 55.474e0.6258x  and has a coefficient of determination  (R² ) equals  0.4673 

which a coefficient of determination is  less than 0.5 means a poor relationship as it is not close to 1, 

in March has equation y = 77.958e0.5854x and has a coefficient of determination  (R² ) equals  0.787 

which a coefficient of determination is more than 0.7 means an excellent relationship as it is close to 

1, and in April has equation y = 67.792e0.7195x  and has a coefficient of determination  (R² ) equals 

0.8636 which a coefficient of determination is more than 0.7 means an excellent relationship as it is 

close to 1. 
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3.3. Analysis result of PM10 and spatial AQI   

The analysis result of PM10 and spatial AQI from AOT data from the Terra Satellite-MODIS 

system from January to April 2022 is shown in Fig. 3 and Fig. 4.  

 

 

Fig. 3. Analysis result of PM10. 

February  (a) (b) 

(c) (d) 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 4. Analysis result of AQI. 
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The analysis result of PM10 and AQI in January has conformity as most of PM10 and AQI are at 

an excellent level and suitable to do outdoor activity and travel, in February found that most of PM10 

and AQI are at a good level and outdoor activity and travel as usual, in March and April found that 

most of PM10 and AQI will affect health, people should be aware of their health. If initial symptoms 

occur such as cough, difficulty breathing, or eye irritation, outdoor activity should be reduced, or use 

self-protection equipment.  Anyone who needs special health care should reduce outdoor activity or 

use self-protection equipment as necessary. If health symptoms occur such as cough, difficulty 

breathing, eye inflammation, oppression in the chest, headache, irregular heartbeat, nausea, or fatigue 

should consult a doctor.                   

4. CONCLUSIONS 

The relationship assessment between PM10 from the ground station and AOT found that Chiang 

Mai has a moderate concentration of particulate matter but still affects health in some areas, especially 

during rush hours with heavy traffic or during agricultural season which leads to PM10 accumulation 

higher than other area. Analysis result of PM10 summarized as follows: January has a maximum 

average of PM10 on January 30 which is 71 µg/m3, February has a maximum average of PM10 on 

February 13 which is 123 µg/m3, March has a maximum average of PM10 on March 24 which is 282 

µg/m3, and April has a maximum average of PM10 on April 2 which is 185 µg/m3. In addition, the 

study found that the Terra Satellite-MODIS system has the potential to detect PM10 by applying AOT 

data to determine the statistical relationship in five models, namely exponential models, linear models, 

logarithmic models, polynomials models, and power models where each model provides a coefficient 

of determination (R2) in good condition (more than 0.5) and model with the most R2 is considered as 

a proper model. Models that have the most R2 in January are polynomials models, in February are 

logarithmic models, in March are power models, and in April are linear models and polynomials 

models. However, there are several limitations in this study. For example, data from ground-level air 

quality monitoring stations and information from the MOD04_L2 Product are not available on certain 

days of each month, which may result from sensor malfunctions or unfavorable weather conditions. 
For future studies, it is advisable to investigate other factors that influence the concentration of PM10, 

such as wind direction, relative humidity, and temperature. Considering these additional factors will 

enhance the accuracy of predicting PM10 levels. 
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ABSTRACT: 

The study investigates the relationship between variations of topographic wetness indices, resampled 

digital elevation model (DEM) resolutions and soil moisture in Croatia’s Pannonian region during all 

seasons. It delves into the spatial distribution of soil moisture, vital for various sectors including 

agriculture, forestry, ecology, and military. Utilizing topographic wetness index (TWI), the research 

focuses on resampling high-resolution DEM into coarser resolutions and flow-routing methods 

concerning in-situ soil moisture measurements. It encompasses the Kaznica River catchment area, 

characterized by diverse topography and soil types, including fine-grained automorphic and 

hydromorphic clays. The study extensively conducts field measurements, evaluating soil moisture at 

various depths (1, 15, 30, and 45cm) across all seasons, cross-referenced with meteorological data. 

Through an examination of six runoff algorithms and six spatial resolutions, it concludes that the 

optimal TWI resolution for correlation with soil moisture is 150m at a 30cm soil depth. However, it 

stresses the necessity of calibrations for precise soil depth, cell resolutions and season. The shallowest 

soil depth has the lowest correlation coefficients in all periods, while the highest coefficients were 

achieved in period with the highest soil moisture values. Recognizing the complexity of factors 

influencing soil moisture, it recommends the integration of additional data sources like remote sensing, 

other geomorphological indexes, and detailed land cover analysis to enhance the accuracy of 

predictions. 
 

Key-words: Topographic Wetness Index, Soil wetness, Loess, Digital Elevation Model, Raster cell   

                   resolution. 

 

1. INTRODUCTION 

Understanding the spatial distribution of soil moisture is one of the fundamental factors for 

successful management in agriculture, forestry, ecology, and military activities. Land topography 

significantly influences hydrographic conditions by affecting the spatial distribution of soil moisture, 

where groundwater runoff typically follows the terrain (Seibert et al., 1997; Rodhe & Seibert, 1999). 

The hydrographic properties of an area are predetermined by the geological substrate, physical and 

chemical soil properties, vegetation cover, human activities, as well as climatic and topographic 

factors. Topography is sometimes the only available data source to predict soil moisture. DEM 

enables the modelling of land topography (Li & McCarty, 2019), upon which the TWI (also referred 

to as the compound topographic index) has been developed by Beven & Kirkby (1979) as a 

component of the runoff model known as TOPMODEL. According to Beven & Kirkby (1979) TWI 

can be expressed as follows: 
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𝑻𝑾𝑰 = 𝒍𝒏 (
𝒂

𝒕𝒂𝒏 𝜷
)                                                                    (1) 

where: 

a   - contributing catchment area (the cumulative upslope area draining through a cell divided by 

the contour width), usually named as specific catchment area (SCA), 

β   - the local slope. 

 

The SCA represents how prone a location is to receive water from the upslope area, while the 

local slope characterizes its tendency to drain or evacuate water (Gruber & Peckham, 2009). 

Therefore, this index acts as a relative indicator of the prolonged soil moisture availability at a specific 

location within the landscape, maintaining steady-state and spatially consistent characteristics. The 

TWI is specifically used in humid regions, and it measures the precise locations where lower values 

signify elevated ridges, while higher values signify the presence of stream channels, lakes, and ponds 

(Martin, 2017). The accuracy of TWI depends on several parameters, such as the accuracy of input 

DEM, methods for calculating terrain slope, the size of the studied area, and the size of the raster cell. 

On the other hand, soil moisture is defined by various factors such as insolation, slope, slope 

orientation, physical and chemical soil properties, precipitation, soil temperature, evaporation, 

transpiration, ground cover and groundwater level. 

The TWI is usually calculated from gridded elevation data. Different algorithms are used for 

these calculations. The main differences lie in how the accumulated upslope area is routed 

downwards, the representation of creeks, and which measure of slope is used. Moore et al., (1991), 

Wilson & Gallant (2000), Gruber & Peckham (2009), and numerous articles in the 'Hydrological 

Processes' journal series describe fundamental input parameters, including flow directions and slope 

computation. These authors delve into diverse flow algorithms, including single flow direction (SFD), 

multiple-neighbour flow direction (MFD), implications of various contributing areas and 

considerations of flow width. Nowadays, different variations of algorithms, each with its own 

approach to calculating flow direction, accumulation, and the subsequent computation of TWI, can 

be found in off-the-shelf GIS software like SAGA GIS, GRASS GIS, Whitebox GAT, ArcGIS, and 

ENVI. 

As Buchanan et al., (2014) points out the two most common approaches of soil moisture 

prediction involve: (i) often complex, distributed watershed models that numerically simulate the 

physical processes governing soil water dynamics or (ii) more simple terrain-based indices based on 

topography and sometimes soil properties. TWI and other static indices have limitations in predicting 

soil moisture (Riihimäki et al., 2021), and widespread validation through field observations 

supporting TWI-based predictions of landscape-scale soil moisture patterns on a large scale is 

uncommon. Several publications have presented calibrations of parameters and recommendations for 

improving TWI based on field measurements (Burt & Butcher, 1985; Zhang & Montgomery, 1994; 

Nyberg, 1996; Crave & Gascuel-Odoux, 1997; Seibert et al., 1997; Schmidt & Persson, 2003; 

Güntner et al., 2004; Western et al., 2004; Sørensen et al., 2006; Ma et al., 2010; Tague et al., 2010; 

Ågren et al., 2014; Buchanan et al., 2014; Kopecký et al., 2021; Riihimäki et al., 2021). These studies 

encourage careful evaluation of algorithms and DEM resolutions when using TWI as a proxy for soil 

moisture. Field observations revealed a broad spectrum of correlation strengths between parameters 

(Burt & Butcher, 1985; Nyberg, 1996; Schmidt & Persson, 2003; Western et al., 2004; Sørensen et 

al., 2006; Tague et al., 2010). 

All research findings emphasize the critical need for a highly accurate DEM in studies. However, 

the optimal TWI grid resolution varies significantly, depending on scale and landscape characteristics. 

As an example, various recommended resolutions include: 2 m (Riihimäki et al., 2021), 10 m (Zhang 

& Montgomery, 1994), 24 m (Ågren et al., 2014). Similarly, Seibert et al. (1997), Güntner et al. 

(2004), and Kopecký et al. (2021) underscore the significance of algorithms as a crucial element for 

achieving improved outcomes. 

The use of TWI for soil moisture prediction holds significant potential across various 

applications. It allows for the prediction of numerous environmental facets linked to soil, including 
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spatial scale effects on hydrological processes. Additionally, it aids in delineating hydrological flow 

pathways for geochemical modelling and characterizing biological processes like annual net primary 

production, vegetation patterns, forest site quality, and soil pH (Sørensen et al., 2006). 

Our research is focused on predicting vehicle cross country mobility where many geographical 

factors influence vehicle mobility (Heštera & Pahernik, 2018). Soil bearing capacity is one of the 

fundamental factors of vehicle mobility that has been explored by many authors, among whom it is 

necessary to highlight Frankenstein & Koenig (2004), Priddy et al. (2012), Rybansky (2015) and 

Dasch et al. (2016). Due the importance of soil moisture, TWI takes a significant part in vehicle 

mobility predictions and map production (Kokkila, 2002; Gumoś 2005; Pahernik et al., 2006, 

Hohmann et al., 2013; Dasch et al., 2016; Nazish Khan et al., 2021). Onwards Heštera (2021) 

established strong correlation links between TWI, soil moisture, and Cone Index. 

This work is not focused on the development of TWI per se, but rather on determining the suitable 

resample degree of high-quality DEMs resolution for a SCA, during seasons, and in-situ measurement 

of soil moisture at specific soil depths, using various drainage algorithms. This research aims to 

enhance current understanding of vehicle terrain trafficability, seeking more precise information 

regarding soil moisture based on parameter relationships and measured values within the research 

area. Moreover, the findings could be extended to encompass a wider area within the Pannonian 

region of Croatia, where soils share similar characteristics. 

2. STUDY AREA 

The research area covers the catchment area of the Kaznica River (117.6 km2), located in the 

eastern part of the Republic of Croatia, specifically in the central part of Slavonia (Fig. 1). The surface 

layer is dominated by Quaternary deposits (loess) of Pleistocene age and young alluvial deposits of 

Holocene age (Bognar, 1978) (Fig. 2e). In geomorphological terms, the area (elevation ranging from 

95 m to 263 m, with mean 141 m) can be divided into three distinct units, namely, the loess plateau, 

the hills of Krndija and Dilj, and the terrace lowlands. According to Gravellius (1914), this watershed 

has a compactness index of 1.56, which refers to a basin that is very regular or compact in shape. 

Based on the classification according to the method of soil water level (Husnjak, 2014), this area 

contains automorphic and hydromorphic soils (Fig. 2b). Soils are mildly developed with deep pedon 

(eolian and suffusion origin) and according to USCS soil type they can be classified as fine-grained 

soils (Heštera, 2020; Heštera et al., 2023). The length of the watershed is 21.6 km and tributaries of 

the Kaznica River (part of the Sava River basin) are characterized by numerous longer and shorter 

intermittent stream valleys of erosion-derasion type, which do not have permanent sources and 

therefore dry up during the summer. The hilly areas are covered with forests, while the valley and 

loess plateau are mostly converted into agricultural land (Fig. 2d). According to the Köppen climate 

classification, the climate of this area is marked as "Cfwbx" (Zaninović et al., 2008). 

 

Fig. 1. Research area with soil moisture measurement locations. 
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Fig. 2. Research area: a) terrain slope, b) pedological map, c) slope orientation, d) land cover, e) geological 

map, and f) USCS soil group. 

3. DATA AND METHODS 

3.1. Soil moisture measurements 

It should be noted that, in addition to measuring soil moisture, simultaneous measurements of 

cone index, soil temperature, and soil shear strength were conducted (Heštera, 2021) for the purpose 

of researching vehicle cross country mobility. These measurements were based on the idea of using 

selected locations as representative samples of the entire research area. To this end, locations with 

heterogeneous physical and geographical characteristics were chosen (Fig. 2, Table 1). During 

locations selection process, there were certain limiting and conditional factors: 

i) Locations had to be on public land, not on private property. 

ii) Locations had to be shielded from "external" influences. 

iii) Locations had to be within the boundaries of the military training ground "Gašinci". 
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iv) The measurements at the locations should not disrupt other activities on the military training 

ground; therefore, locations on the outskirts of the training ground were selected. 

 

A total of 7 five-day measurements (a total of 35 days) were conducted at 11 locations, at 4 soil 

depths (a total of 1540 individual measurements) during year 2019. Soil moisture measurements were 

performed using the "ML3 ThetaProbe" soil moisture probe. Probe measures soil moisture content 

based on the conductivity of current between four metal needles inserted into the soil. The results are 

within a resolution of ±1% volumetric water content in the soil (User Manual for the ML3 ThetaProbe, 

2013). During its use, the probe was connected to the housing of the digital cone penetrometer 

"Penetrologger" from Eijkelkamp, which recorded the measurement results. Data preparation for 

further analysis was conducted in the "PenetroViewer 6.08" software. 

Soil moisture measurements were carried out at depths of 1 cm, 15 cm, 30 cm, and 45 cm (Fig. 

2). Holes for soil moisture measurement were manually drilled to the specified reference depths. The 

measurement site covered an area of 20 m2, to avoid the possibility of previous sample boreholes 

affecting the results of future samples, a new borehole was made for each sample within a radius of 

2.5 meters from the defined coordinates. The selection of measurement times was based on 

representative climatic periods throughout the year 2019 (Jones et al., 2005). Two sets of five-day 

measurements were conducted during climatological winter (February 25 - March 1 and December 

16 - December 20), spring (March 11 - March 15 and April 30 - May 4), and autumn (November 15 

- November 19 and November 25 - November 29), and one five-day measurement during summer 

(August 26 - August 30). The locations were divided into the "Bakunovac" and "Kućište" groups. The 

measurements at each group (6 locations each) took between 2.5 to 3 hours. Initially, measurements 

were planned for and conducted at 12 locations, but one location in the "Bakunovac" group was 

excluded due to significant parameter deviations. Therefore, the analysis included a total of 11 

locations. The daily measurement schedule was designed such that measurements in the "Bakunovac" 

group began at 8:00 AM, and in the "Kućište" group at 3:00 PM. 

Table 1. 

Physical-geographical characteristics of sampled locations. 

Location 

ID 

Slope 

(°) 

Soil type (World Reference 

Base for Soil Resources) 

Slope 

orientation 

Land 

cover 

Altitude 

(m) 

Catchment 

area (km2)* 

a 5.7 Luvisol NE (24°) Forest 122 0.23 

b 8.2 Luvisol N (20°) Forest 133.5 0.15 

c 2 Luvisol NE (41°) Forest 143 0.11 

d 4 Luvisol S (175°) Grassland 130.3 0.17 

e 2 Stagnosol - Regosol SE (157°) Grassland 114.5 0.06 

f 2 Stagnosol - Regosol E (78°) Forest 130 14.4 

g 5.6 Luvisol NE (46°) Bushes 135.6 0.12 

h 2.7 Luvisol S (182°) Grassland 142.1 0.04 

i 6.4 Luvisol SW (211°) Grassland 129 0.17 

j 2.5 Stagnosol - Regosol S (188°) Grassland 119.1 0.15 

k 0.8 Stagnosol - Regosol W (262°) Forest 118 590.43 

*Areas are calculated on TWI with a 30 m resolution using the DETINF method. 

3.2. Digital elevation model 

The DEM was generated using ArcPro 2.9.1 software. The utilized data were (HTRS96/TM 

coordinate system) part of the CRONO GIP project (Croatian-Norwegian geoinformation project), 

which collected input elevation data from aerial imagery at a scale of 1:20,000 and other sources 

(there are no publicly available LIDAR data). A detailed description of the specifications for creation, 

methods, accuracy, and allowable deviations when creating the DEM can be found in Državna 
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geodetska uprava (2004) and Šimek et al. (2018). The accuracies of the terrain slope at various 

resolution levels generated from the subject dataset in the research area are presented in Heštera 

(2021, p. 149). 

Based on the original vector data, a Terrain dataset was created. During the creation of the Terrain 

dataset, the following parameters were defined for generating the basic DEM with a cell resolution of 

1 m: 

i) Mass points: trigonometric points, benchmarks, and elevation points 

ii) Hard lines: roads, pathways, railways, above-ground structures, culverts, shorelines, narrow 

rivers, narrow channels, streams, and watercourses, linear watercourse features, 

embankments, and walls 

iii) Soft lines: contour lines, ridges, and valleys 

iv) Soft clip: the boundary of the research area. 

 

3.3. Methods 

Before creating the TWI layers at different spatial resolutions and using different runoff 

algorithm methodologies, input DEM layers were grided from high 1 m resolution DEM. ArcPro 

2.9.1 software and the Aggregate tool was used to create layers with different spatial (meter) 

resolutions (30, 60, 90, 120, 150, and 180), using the mean function in the calculations. The origin 

(snap) of all raster’s was referenced to the lowest resolution raster (180 m) for consistency in grid 

boundary overlaps (D'Avello et al., 2016). These raster cell sizes (varying by 30 m) were chosen to 

maintain consistency in the overlap of the grid, thus the maximum raster resolution is 30 m. 

In the Whitebox GAT program, the Breach tool was used to breach potential obstacles with 

settings for lengths up to 200 m and a maximum cut depth of 2 m to remove obstacles, such as bridges, 

even in the lowest resolution raster. The remaining depressions in the raster were filled using the Fill 

Depressions tool (Wang & Liu, 2006). SAGA GIS (ver. 7.8.0) TWI (One Step) tool was used to 

compare runoff algorithms/methods. We chose the most used methods from relevant scientific 

literature for calculating the SCA. We examined flow distribution algorithms which can be divided 

into two main categories: SFD and MFD. We tested two SFD algorithms: Deterministic 8 (D8) 

(O'Callaghan & Mark, 1984) and Rho 8 (RHO8) (Fairfield & Leymarie, 1991) and 4 MFD 

alogorithms: Braunschweiger Reliefmodell (BRAUNS) (Bauer et al., 1985), Multiple Flow Direction 

(MFD) (Freeman, 1991), Deterministic Infinity (DETINF) (Tarboton, 1997), Triangular Multiple 

Flow Direction (MULTRI) (Seibert & McGlynn, 2007) and Multiple Flow Direction based on 

Maximum Downslope Gradient (MAXGRAD) (Qin et al., 2011). 

Using the methods described above, layers of different resolutions and runoff algorithms (a total 

of 36) were created, and TWI values were spatially associated with the corresponding field locations 

through spatial analysis. During the spatial analysis, the measured locations always fell within 

separate cells, because the spacing between sampling points was greater than 180 meters. Correlative 

factors related to soil moisture were created at the individual daily level and then averaged over the 

five-day measurement period. Further data processing was carried out in Microsoft Excel, where 

correlative relationships were compared between cell size, runoff algorithm, soil moisture at four 

different depths, and soil moisture measurement period. 

4. RESULTS 

Fig. 3 illustrates the average results of five-day soil moisture measurements at four different 

depths in the soil. A common characteristic of almost all depth profiles at all locations throughout the 

year (except in summer) is that moisture decreases with depth. The measurements conducted in the 

spring recorded the highest soil moisture levels. When summing up the results of all the five-day 

average measurement results, the period from April 30 to May 4 showed the highest soil moisture 

levels. In the results of daily measurements, clear amplitude changes were observed only at locations 

with loess substrates, while on alluvium, the changes were more uniform and less intense. 
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Fig. 3. Average values of daily soil moisture measurements by locations (Fig. 1) in selected periods in 2019. 

Daily, weekly, or monthly changes in soil moisture content at different depths depend on 

numerous factors, with the most significant influences being the amount of rainfall and air 

temperature. The measured values shown in Fig. 4 are from the Đakovo measurement station, which 

is in the immediate vicinity of the research area (2 km to the east).  

 

 

Fig. 4. Average monthly precipitation and air temperature in 2019 at weather station Đakovo  

(data provided by Croatian Meteorological and Hydrological Service).  

 

From Fig. 4, it is evident that higher soil moisture levels during winter and spring periods are 

the result of a combination of lower temperatures (0.6-4.4°C) (resulting low evaporation) during 
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winter and significant rainfall during spring (251 mm). On the other hand, lower soil moisture levels 

during summer and autumn are due to highest summer temperatures (23.0-24.1°C) which cause 

drying of the measured soil horizons, and the recorded rainfall (216 mm) during autumn was 

insufficient for significant water infiltration into the soil. 

The created TWI layers, observed from the perspective of cell resolution changes, show (Fig. 5) 

that the index amplitudes decrease as the resolution decreases. Comparing the results of the 6 observed 

algorithms, no significant differences were found. 

 

Fig. 5. TWI values (MFD algorithm as example) in different raster cell resolution (m): a) 30, b) 60, c) 90, d) 

120, e) 150, f)180. 

The correlation analysis between cell resolution and other observed parameters is presented 

in Fig. 6. The overall result indicates that the optimal cell size is 150 m (x̅ ρ = 0.65). Only the 

resolution of 180 m (Fig. 6c) surpasses this resolution during periods of lower soil moisture 

(November and December), while the 90 m resolution proved to be the best during periods of the 

highest soil moisture. 

Among the observed algorithms (Fig. 7), the highest average correlation coefficient (x̅ ρ = 0.59) 

was achieved by the MFD algorithm. It is important to note the very small amplitude of the obtained 

results for all compared algorithms, which is ρ = 0.026. 

The highest amplitude of the compared parameters is observed in soil moisture with respect to 

depth (Fig. 8), where the depth of 1 cm stands out and has the lowest x̅ ρ = 0.41, while the highest x̅ 

ρ = 0.66 is at a depth of 45 cm. When comparing raster resolution and soil depth, the best individual 

result (ρ = 0.74) was obtained at a depth of 30 cm and a raster resolution of 150 m (Fig. 8b). The best 

result in terms of measurement period was obtained during March at a depth of 15 cm (Fig. 8c). 

Comparing measurement periods (Fig. 9), the highest average result with x̅ ρ = 0.68 was obtained 

in March, while the initial measurement in November had the lowest result with ρ = 0.51.  

When comparing other parameters with measurement periods, it's important to highlight that the 

highest correlation coefficient was recorded with a 150 m resolution during February (ρ = 0.77), while 

for the other periods, the most suitable cell resolution varies. The shallowest soil depth has the lowest 

correlation coefficients in all periods, while the highest coefficients were achieved during 

measurements in March compared to other periods of the year. In periods with the lowest soil moisture 

content (November and December), the lowest correlation coefficients were recorded (ρ = 0.51-0.54). 
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5. DISCUSSION 

We were interested in determining the optimal method for creating TWI in combination with cell 

size, for vehicle trafficability purposes. Specifically, we sought to find the most suitable combination 

of cell size and TWI creation method for a specific soil depth. The obtained result would also allow 

for predicting soil moisture based on measured values in the research area. Given that the results vary 

throughout the seasons, there is the possibility of variability in the most suitable combinations of 

raster, depth, and TWI method. The most accurate results would be obtained through continuous 

measurements over multiple years. Additionally, there is a challenge when dealing with different 

types of substrates where the measurement locations are located, as they have varying properties 

related to transpiration, evapotranspiration, vegetation, location exposure, terrain slope, albedo, and 

more. 

We consider that by choosing specific locations with diverse characteristics, we were able to 

attain a representation that spans the entirety of the research area. Certainly, incorporating more 

measurement sites would enhance comprehension and yield improved results. Further research would 

require the introduction of additional corrective factors. For instance, the land cover could be 

evaluated through remote sensing based on the normalized difference vegetation index (NDVI). In 

combination with air temperature measurements, measuring insolation on different slopes' exposures 

would contribute to a more accurate determination of soil drying rates. Precise data on the depth and 

changes in the water table level would lead to a more accurate definition of TWI, especially in flat 

areas. Results also vary due to changes in meteorological conditions (temperature, precipitation, cloud 

cover, insolation, wind) within the selected five-day reference measurement period. It's important to 

note that there were no significant changes in weather conditions during all measurement periods, 

particularly in terms of precipitation occurrence. It should be noted that the impact of meteorological 

conditions decreases with increasing soil depth and the variability of external factors' impact is 

inversely proportional to the depth of the soil. The nature of loess, its permeability, and the terrain's 

complexity significantly impact measurement accuracy. The scattering of results can also be 

attributed to the "nature of loess" and its sporadic permeability in the cracks of unconsolidated vertical 

layers. 

In flatter landscapes, larger cell sizes may be adequate, whereas in rough or highly varied terrains, 

smaller cell sizes may be essential to accurately capture the intricacies of the landscape. The 

importance lies in the observation that lower TWI resolutions yielded stronger correlation 

coefficients. This outcome is likely due to the smoothing effect of lower resolutions in TWI 

calculations, which helps mitigate data irregularities and noise. This smoothing process contributes 

to a more generalized comprehension of the landscape's wetness patterns. Conversely, higher 

resolutions could detect minor or localized features, adding more variability to the calculations. This 

surplus detail might overly emphasize specific terrain elements, potentially distorting the overall 

wetness index. 

6. CONCLUSIONS 

The cell resolution impacts the TWI index, with higher resolutions displaying more pronounced 

index amplitudes. The measurements have shown that considering the entire year, the best resolution 

is with an overall average correlation coefficient of 150 m, though 180 m performed well during 

periods of lower soil moisture. However, the measurements have highlighted the importance of 

conducting calibrations—specifically, a separate analysis of TWI parameters—to determine the most 

accurate resolution and algorithm for a particular soil depth in each unique scenario. Therefore, it 

should be emphasized that there is no universal TWI; rather, there is only the least inaccurate one. 

The MFD algorithm showed the highest average correlation (ρ = 0.57) considering cell size, seasons, 

and moisture in all soil depths. However, the choice of algorithm did not significantly affect the 

results. Soil depth of 30 cm with a 150 m resolution yielded the strongest correlation (ρ = 0.77). Due 

to the higher exposure of the upper soil layer to various external influences TWI provided the lowest 

results for soil moisture at a depth of 1 cm compared to greater soil depths (15 cm, 30 cm and 45 cm). 
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Soil moisture correlations varied across seasons, indicating the need for continuous, multi-year 

measurements. The relationship between meteorological conditions and soil moisture was observed, 

with weather impacting shallower soil depths more significantly than deeper layers. Variability in 

substrates, terrain, and external factors like weather conditions poses challenges in accurately 

predicting soil moisture. Further research could incorporate corrective factors like land cover 

evaluation, insolation, and water table level changes to refine TWI determination and better predict 

soil moisture. In conclusion, it should be emphasized that only in-situ soil moisture measurements 

enable a better definition of TWI parameters, turning it into an excellent indicator of soil moisture 

and vehicle trafficability. This enables a broader perspective and contributes to higher-quality 

planning and easier decision-making for experts in various fields and interests, such as the military. 
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ABSTRACT: 

This study presents a statistical analysis of maximum precipitation amounts at different time intervals 

in Dobrudja - a historical region in Romania, with semi-arid mid-latitude climate, spanning over the 

entire historical period of measurements available for each weather station taken into consideration. 

The data provided by the National Meteorological Administration have different time spans for each 

weather station, starting with 1948 (at Constanţa weather station). Two methodologies were used for 

data recording: the pluviographs being used during the last century, and the automatic weather sensors, 

which have been introduced into general use starting with 2008. In this study, a sub-hourly temporal 

scale was used to estimate extreme rainfalls: 5, 10, 15, 20, 25, 30 minutes. Then, the corresponding 

evolution trends were calculated over the entire period of reference (1948-present day), with Mann-

Kendall and Sen’s slope tests being applied (cases with p-level < 0.05 have been considered 

statistically significant). The probability for extremely high rainfall amounts to occur in very short 

periods of time and consequently, the resulting rainfall intensities have also been computed by means 

of Gumbel distribution. Our findings show that, despite rather scarce rainfall amounts, mostly due to 

the prevalent mid-latitude semi-arid conditions (the annual rainfall amounts in Dobrudja hardly exceed 

400 mm/year), when occurring, they turn into downpours, mounting up to 21 mm in 5 minutes (two 

events exceed 20 mm) and sometimes 10 mm in one minute (one event). 
 

Key-words: extreme precipitation, rainfall intensity, trend analysis, Gumbel, IDF curves, Dobrudja 

(Romania). 

1. INTRODUCTION 

According to a previous Romanian study, Dobruja’s territory is mainly characterized by a semi-

arid mid-latitude climate, with either inland continental or maritime influences (Ciulache & Ionac, 

2004), but which according to  to the Köppen-Geiger classification, carried out in Romania in a more 

recent study (Cheval et al., 2023), it displays specific features falling into three distinct types of 

climates: Cfa (warm temperate humid with hot summers) in most of the region, Cfb (warm temperate 

humid with warm summers) on the peaks of Măcin mountains and BSk (cold semi-arid) in the Danube 

Delta. 

The mean annual temperature in Dobrudja varies between 10 and 12°C  over most of its territory 

and falls below 10°C only on the peaks of the Măcin mountains and over the Babadag Plateau; thus, 

turning it into one of the warmest regions in the country (Fig. 1). 

By analyzing the spatial distribution of rainfall amounts over Romania’s territory, it becomes 

obvious that the Dobrudjan Tableland and the Bărăgan steppe-like Plain areas record the lowest 

annual precipitation amounts (generally below 500 mm) (Fig. 2). In fact, Dobruja’s easternmost areas, 

and especially the Danube Delta, represent the country’s most arid areas in terms of precipitation, 

with accumulated annual amounts below 300 mm on its easternmost parts (National Meteorological 

Administration, 2008).  
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Fig. 1. Mean annual air temperature in Romania (1961-2020). 

 

 

 

Fig. 2. Mean annual precipitation amount in Romania (1961-2020). 
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Dobrudja has always been a region of interest for Romanian researchers, due to its climatic 

particularities. Many authors have studied this region due to its mostly arid character, by calculating 

several aridity indices used worldwide (Lungu et al., 2011a; Prăvălie & Bandoc, 2015; Tișcovschi et 

al., 2013). This aspect was also highlighted in country-scale studies (Croitoru et al., 2013; Dobri et 

al., 2021; Păltineanu et al., 2007; Păltineanu et al., 2007). Many papers have been dedicated to the 

analysis of variability, trends and changes in rainfall extremes, both on a regional (Croitoru et al., 

2013; Deguenon & Bărbulescu, 2011; Maftei et al., 2011) and national scale (Ciulache & Ionac, 1993, 

2000, 2004; Croitoru et al., 2015, 2018; Dragotă, 2006). In most of the studies, indices of rainfall 

extremes such as the ETCCDI indices were calculated. Other studies have been focused on the 

bioclimatic stress (Chiotoroiu, 1993; Grigore, 2013; Ionac, 2007a, 2007b; Ionac & Grigore, 2012a, 

2012b), torrential rains (Lungu et al., 2011b) or the desertification phenomenon in Dobrudja 

(Vorovencii, 2015). The land degradation and desertification in Dobrudja were highlighted in 

country-scale studies as well (Onțel at al., 2023). At the same time, the agricultural sector was also of 

interest, with many researchers studying the favorable climatic conditions for certain crops (Lungu et 

al., 2010b; Panaitescu et al., 2011, 2012; Prăvălie et al., 2014), the drought phenomenon (Lungu et 

al., 2010b; Angearu et al., 2018) and the fires’ occurrence (Angearu et al., 2018). 

The present study makes an analysis of the sub-daily evolution and trend of extreme rainfall 

amounts in Dobrudja, based on a dataset with a very fine temporal resolution, up to 1 minute. These 

precise data were used in the past only in a few studies carried out by researchers from the National 

Meteorological Administration (Busuioc et al., 2015, 2017; National Meteorological Administration, 

2008). At the same time, this study also makes an accurate analysis of some indices of extremes (and 

their trends) that have never been used in Romania before, such as the maximum rainfall amount 

recorded in a 5-minute interval. Other indices such as the maximum intensity of the rain related to a 

5-minute interval or the return period of the rainfall extremes recorded in various time intervals, from 

5 minutes to 24 hours, were nevertheless highlighted only for a few weather stations in the country, 

in some studies published by the National Meteorological Administration (Climate of Romania, 

2008).  

2. STUDY AREA  

The study area includes the historical region of Dobrudja and the Danube Delta, both located in 

the South-East of Romania (Fig. 3), being bounded to the North by Ukraine through the natural border 

created by the Danube River; to the East by the Black Sea; to the South by the border with Bulgaria 

and to the West, by the two Danube’s floodplains and the Romanian Plain.  

 

Fig. 3. Study area - location and topography. 
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The elevation in this area varies between 0 and 467 m and the landforms are very diverse: strongly 

eroded Hercynian mountains in the North, plateau landforms in the South and center, delta landforms 

in the North-East, as well as shorelines with beaches, cliffs, sandbars and lagoons all along its eastern 

border to the Black Sea. Besides the Danube River, the hydrographic network in Dobrudja is very 

poorly represented, being limited to a few tributary rivers to the Black Sea through many lagoons 

(Institutul de Geografie, 1983). The resident population in Dobrudja is 849,352 people (National 

Institute of Statistics, 2022), representing 4.5% of Romania's population.  

3. DATA AND METHODS 

In this paper, sub-hourly precipitation data were used. As provided by the National 

Meteorological Administration (NMA) the observation data about rainfall amounts recorded in 1 

minute could be identified only for 13 weather stations in the research area (Fig. 3 and Table 1).  
Table 1. 

List of the weather stations being taken into consideration in Dobrudja. 

No Station Station 
Code 

Latitude 
(Deg.) 

Longitude 
(Deg.) 

Elevation 
(m) 

Time 
range 

of 
dataset 

No. 
of 

years 
with 
data 

Missing data 

Years % 

1 Adamclisi 15479 44.0883 27.9656 158.0 1965- 
2021 50 

1995, 2008-
2011, 2013, 

2017 
12.3 

2 Cernavodă 15445 44.3456 28.0437 87.2 1985- 
2021 32 1987, 2011-

2014 13.5 

3 Constanța 15480 44.2138 28.6455 12.8 1948- 
2021 70 2008-2011 5.4 

4 Corugea 15408 44.7343 28.3420 219.2 1958- 
2021 50 1960, 1962, 

2000-2011 21.9 

5 Gorgova 15336 45.1769 29.1568 2.8 1987- 
2022 35 2015 2.8 

6 Gura 
Portiței 15428 44.6898 28.9989 2.0 1992- 

2022 28 2009, 2013, 
2014 9.7 

7 Hârșova 15406 44.6917 27.9635 37.5 1964- 
2021 46 1982-1987, 

2006-2011 20.7 

8 Jurilovca 15409 44.7661 28.8764 37.7 1963- 
2021 41 

1989-1996, 
2009-2017, 

2020 
30.5 

9 Mangalia 15499 43.8161 28.5874 6.0 1964- 
2021 48 2002-2011 17.2 

10 Medgidia 15462 44.2432 28.2514 69.5 1957- 
2021 59 

1961, 1962, 
2009-2011, 

2015 
9.2 

11 
Sf. 

Gheorghe 
Deltă 

15387 44.8976 29.5991 1.4 1992- 
2022 15 2000-2015 51.6 

12 Sulina 15360 45.1485 29.7589 12.7 
1961- 
2021 57 2009-2012 6.6 

13 Tulcea 15335 45.1905 28.8241 4.4 1963- 
2021 55 1965, 2009-

2011 6.8 
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These precise data were recorded by using two instruments: the Union of Soviet Socialist 

Republics (USSR)-type pluviographs, until 2007-2008, and the precipitation sensors of the automatic 

weather stations (with tipping cups or weighing system) after this period on.  

The length (time-span) of the sub-daily dataset (in number of years with recorded data) varies 

between 15 (at Sf. Gheorghe Deltă) and 70 years (at Constanţa). The weather stations are located at 

elevations between 1.4 and 219.2 meters. 

The statistical processing and the spatial distribution maps of the analyzed indices were based on 

the R programming language. The maximum rainfall amounts were calculated through the running 

sum (moving sum) method (Ciulache & Ionac, 1993) and not by using a fixed time interval (the 

climatological or synoptic day). Accordingly, the maximum value related to an absolute quantity can 

be obtained from rainfall amounts recorded during two consecutive calendar days. The rainfall 

intensities were obtained by dividing the maximum rainfall amounts to the duration in which they 

were recorded. 

For the weather stations with long data series, the trends of maximum rainfall amounts recorded 

in time intervals between 5 minutes and 24 hours were calculated, provided that the data series had 

less than 20% missing values. The trends were obtained by applying the non-parametric Mann-

Kendall test, with a statistical significance threshold of 95% (p-level < 0.05). The slope of the trend, 

defining the magnitude of change expressed in mm/decade, was calculated by applying the Sen's slope 

test which, like the Mann-Kendall test, is based on Kendall's Tau correlation coefficient. The trend 

analysis was then performed by using the R-package trend (Pohlert, 2015). 

The return probability of these maximum rainfall amounts was estimated by means of extRemes 

R-package (Gilleland & Katz, 2016). For the available data at the weather stations in Dobrudja, two 

different methods to estimate resulting probabilities were tested, namely, the Gumbel distribution and 

the Generalized Extreme Value (GEV) distribution. As the Gumbel distribution actually proved more 

fit for the observed frequency of the data than the GEV distribution, therefore only the Gumbel 

distribution was used further in this study. 

The Gumbel distribution, also known as The Type I Extreme Value distribution or the double 

exponential distribution, is widely used to estimate the extreme values, either maximum or minimum, 

of a large sample of independent elements from an initial distribution ending up into a tail of an 

exponential type. The values of the initial cumulative distribution increase/decrease towards the zero 

point at least as fast as the exponential distribution approaches it (Haan, 1977). Most often, this 

distribution is used for maximum rainfall amounts and flashflood peaks estimations. Thus, by using 

the annual maxima for 32 time-span intervals (between 5 and 1440 minutes) as main input data and 

by applying the Gumbel distribution (Gumbel, 1935), estimates were obtained for return periods of 

2, 3, 5, 10, 20, 50 and 100 years.  

The cumulative probability function, F(x), of the Gumbel distribution is: 

 

𝐹(𝑥)  =  𝑒𝑥𝑝[−𝑒𝑥𝑝(−
𝑥−𝜇

𝛼
)]                                            (1) 

where:  

x - precipitation amount; 

𝛼 - parameter of the Gumbel distribution (for scale); 

𝜇  - parameter of the Gumbel distribution (for location). 

The Gumbel distribution can be used to calculate the maximum probable rainfall amounts (XT) 

corresponding to any return period (T), by using equation (2) (Amin et al., 2016): 

𝑋𝑇 = �̅�(1 + 𝐶𝑣𝐾𝑇)    (2) 

𝐾𝑇 =
√6

𝜋
[0.5772 + 𝑙𝑛{𝑙𝑛(

𝑇

𝑇−1
)}]    (3) 

where:  

�̅�  - mean of the maximum probable rainfall amounts; 

Cv  - coefficient of variation; 

KT   - frequency factor, which is dependent on the return period and the probability distribution. 
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In the end, the intensities coresponding to the estimated maximum values were calculated and 

plotted on a double-log chart, representing the Intensity-Duration-Frequency (IDF) curves for all the 

13 stations in the study area. 

4. RESULTS 

This study outlines the characteristics of the rainfall extremes in Dobrudja (Romania) both by 

analyzing the maximum amounts recorded in different time intervals, the intensity of these maximum 

amounts and the decennial trends observed in the time-distribution of the pluviometric extremes, and 

by also estimating the probability of occurrence of some extreme rainfall amounts in the future by 

using the Gumbel distribution. 

4.1. Maximum precipitation amounts 

The maximum 24 hours’precipitation amounts recorded at the weather stations in Dobrudja 

during the 1948-2022 period varies from 76.1 mm in the Danube Delta (Sulina) to 206 mm in the 

southern extremity of the shoreline (Constanța) (Fig. 4).  

 
Fig. 4. Maximum 24 hr precipitation amounts in Dobrudja (1948-2022). 

The maximum precipitation amount recorded at Constanța station, on August 28, 2004, is higher 

than the amount resulting from climatological days, namely 201 mm 

(https://www.meteoromania.ro/clim/caracterizare-multianuala/cc_1961_2021_08.html), and at the 

same time, it is also a value close to the absolute maximum amount of precipitation that has ever 

fallen in 24 hours in Romania, respectively 224 mm, recorded at Drobeta-Turnu Severin on July 12, 

1999 (https://www.meteoromania.ro/clim/caracterizare-multianuala/cc_1961_2022_07.html). 

The highest rainfall amounts were mainly recorded in Dobrudja’s southern parts, where the long-

wave troughs of the polar vortex and the cut-off low systems can generate atmospheric instability and 

heavy downpours due to the steep thermal gradient that occurs between the warm air on the surface 

and the colder air from middle and upper troposphere (Dobri et al., 2017). Moreover, the Black Sea 

has a thermoregulatory effect, giving off a part of its heat to the land, especially during night time 

(Ionac & Ciulache, 2004), and combined with the high air-humidity and atmospheric instability, it 

favors cyclogenesis or the deepening of the Mediterranean cyclones over the western part of the Black 

Sea (Chiotoroiu, 1998). On the contrary, the lowest amounts were recorded in the Danube Delta, 

where the extended area of water usually inhibits the development of convective systems by its colder 

surface (Dobri et al., 2017; Porcù et al., 2007). 

https://www.meteoromania.ro/clim/caracterizare-multianuala/cc_1961_2021_08.html
https://www.meteoromania.ro/clim/caracterizare-multianuala/cc_1961_2022_07.html
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The Danube Delta is known as the most arid area in the country (Lungu et al., 2011a), which is 

visible in the spatial distribution of the annual averages of rainfall amounts. However, as far as the 

sub-daily precipitation regime is concerned, it can be observed that, in certain situations, the highest 

values were recorded in the Danube Delta or in its immediate vicinity (Razim-Sinoe Lagoon System). 

Thus, the absolute maximum amount of precipitation recorded in one hour in Dobrudja (85.4 mm) 

occurred at Jurilovca on September 16, 2008 (Fig. 5). The next maximum amount (81.8 mm) was 

recorded on August 3, 2019, at Sf. Gheorghe Deltă. The absolute maximum in 3 hours (108.1 mm) 

was recorded at Tulcea weather station (w.s.) on July 27, 1997, followed by Jurilovca w.s. (106 mm 

/September 16, 2008). Regarding the amounts recorded in 6 hours, the highest values occured at 

Cernavodă (144.2 mm/July 28, 2017) and Constanța w.s. (127.1 mm/August 28, 2004). However, in 

the North-East of the region, more than 100 mm were recorded at half of the weather stations as well.                                                                                                                                                  

 
Fig. 5. Maximum rainfall amounts in Dobrudja, at different time spans (1, 3 and 6 hours) (1948-2022). 

 
Fig. 6. Maximum rainfall amounts in Dobrudja, at time spans: 5, 10, 15, 20, 25, and 30 minutes, (1948-2022). 
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The lowest rainfall amounts recorded on 1, 3 and 6 hours occured at Sulina w.s., located in 

Romania’s easternmost border, in a region with mid-latitude climate but strong eastern-continental 

influences and where the predominant direction of the wind is northerly. Furthermore, the weather 

station is not located quite on the land shore, but off the Black Sea coast and this might be a cause for 

these lower amounts, as colder underlying surfaces are known to inhibit convection. The higher wind 

speed values during storms, specific to larger water bodies with no rough surfaces, might also be a 

(technical) cause for the lower precipitation amounts that have been recorded with the rain gauges. 

At a sub-hourly temporal scale, the highest rainfall amounts were mainly recorded in the southern 

part of the region (Fig. 6). The highest rainfall amount recorded in a 5-minute interval (21.3 mm) 

occured at Hârșova w.s., on July 11, 1967, with an intensity of 4.26 mm/min. In the first minute of 

the rain, 10 mm of precipitation were recorded. More than 20 mm in 5 minutes were also recorded at 

Mangalia w.s. on 22 June 1983. On the same day, maximum amounts in 10 and 15 minutes were also 

recorded at both stations, the values at Mangalia being the highest in the region. The lowest value of 

a 5 minutes’ rainfall amount (10 mm) was recorded at Gura Portiței w.s. In 20, 25 and 30 minutes, 

the maximum amount was recorded at Mangalia, on August 27, 2021, but high amounts were also 

recorded at Corugea, Jurilovca and Sf. Gheorghe Deltă w.s. 

4.2. Extreme rainfall intensities 

Rainfall intensity is defined by the World Meteorological Organization (WMO) as the amount of 

precipitation collected per time unit interval (WMO, 1992, 2006). Depending on its intensity, a rain 

can be considered weak, moderate, heavy or violent (Table 2). The rainfall intensity at the weather 

stations in Dobrudja was analyzed on the same time scale as in the case of maximum rainfall amounts 

(24 hours, 6 hours, 3 hours, 1 hour, 5, 10, 15, 20, 25 and 30 minutes). 
Table 2. 

Rainfall intensity (i) classification according to the WMO’s Guide to Meteorological Instruments and 

Methods of Observation (World Meteorological Organization, 2008). 

Intensity range (mm h-1) Intensity range (mm min-1) Rain classification 

i < 2.5 i < 0.04 Slight 

2.5 ≤ i < 10.0 0.04 ≤ i < 0.17 Moderate 

10.0 ≤ i < 50.0 0.17 ≤ i < 0.83 Heavy 

i ≥ 50.0 i ≥ 0.83 Violent 

 

 
Fig. 7. Rainfall intensities of the maximum 24 hr precipitation amounts in Dobrudja (1948-2022). 
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The maximum rainfall intensity in Dobrudja, in 24 hours (Fig. 7), varied from 0.05 mm/min in 

the Danube Delta (Sulina and Gorgova w.s.) to 0.14 mm/min in the southern part of the shoreline 

(Constanța w.s.); at all weather stations the rain was moderate for this duration, according to the 

WMO’s classification. After Constanța w.s., the highest intensities were recorded at Cernavodă, 

Tulcea and Mangalia w.s. Thus, from a statistical point of view, the highest intensities recorded in 24 

hours are specific to the southern parts of the research area (Constanța county).  

The highest rainfall intensity in only one hour, namely 1.42 mm/min, was recorded at Jurilovca 

w.s., followed by Sf. Gheorghe Deltă with 1.36 mm/min (Fig. 8).  

 
Fig. 8. Rainfall intensities of maximum precipitation amounts at time spans: 1, 3 and 6 hours, (1948-2022). 

 

 
 Fig. 9. Rainfall intensities of maximum precipitation amounts at time spans: 5, 10, 15, 20, 25, 30 min.(1948-2022). 



112 

 

 

The lowest maximum intensity (0.52 mm/min) occurred at Sulina w.s. Excepting Cernavodă and 

Sulina w.s., all the other weather stations recorded at least one rainfall episode that could be classified 

as violent/extreme within an hour. The rainfall intensities related to durations of 3 and 6 hours define 

the respective rains as heavy at almost all stations, with the exception of the Sulina w.s., where the 

respective rain may be considered as moderate if relating it to the duration of 6 hours. The highest 

intensity in 3 hours occurred at Tulcea, and in 6 hours, at Cernavodă w.s. It should also be noted that 

all these maximum intensities are directly correlated with the maximum rainfall amounts. Thus, the 

weather station with the highest rainfall amount is also the station where the rainfall intensity reached 

the highest value. However, the intensity of a rain is a good indicator to classify rain types in terms 

of their specific features. 

In the time intervals from 5 to 30 minutes, the rainfall intensity values place all rains into the 

violent/extreme class (Fig. 9). The highest values in 5 minutes, of more than 4 mm/min, occurred at 

Hârșova and Mangalia w.s., exceeding by more than 3 times the threshold chosen by the WMO for a 

rain to be considered violent. At most stations, the intensity was at least 3 mm/min. In Hârșova, 10 

mm of precipitation fell on the first minute of the rain, as it was retrieved from that day’s pluviogram. 

Although Dobrudja is known as Romania’s scarcest region in annual rainfall amounts from the 

historical data, we could observe that extremely high rainfall amounts can nevertheless occur on a 

sub-hourly basis, in a very short time.  

In time intervals of 10, 15, 20 and 25 minutes, the most intense rains occurred in Mangalia and 

Corugea, exceeding by far the minimum intensity characteristic of an extreme rain. In 30 minutes, 

high intensities were recorded at Mangalia, Sf. Gheorghe Deltă, Jurilovca and Corugea w.s. The 

lowest values for all durations occured at the Gura Portiței and Sulina stations. 

4.3. Observed trends in maximum precipitation amounts 

Most of the previous studies relating to the pluviometric regime in Dobrudja were based on the 

ETCCDI indices and also include trend analyses. Consequently, the evolution trends of some indices 

such as: R10 (number of heavy precipitation days), R20 (number of very heavy precipitation days), 

Rx1day (maximum 1-day precipitation amount), SDII (simple daily intensity index) and PRCPTOT 

(annual total wet-day precipitation) etc. were also analysed (Croitoru et al., 2013; Croitoru et al., 

2015; Deguenon & Bărbulescu, 2011). In this study, according to the described methodology, the 

trends of maximum sub-daily rainfall amounts were calculated. By comparing our results those 

presented in other papers, a certain similarity can be observed between the indices computed in this 

study and the ETCCDI indices. So, the trends calculated by Croitoru et al. (2013) have the sign of the 

slope almost identical to those of the trends presented in the Fig.s 10, 11 and 12 (at Constanța, 

Mangalia and Sulina w.s.), although the input data and the analyzed indices were substantially 

different, highlighting the fact that the trends in the precipitation regime are similar for both analyzed 

time scales. The trends of the maximum rainfall amounts recorded in 24 hours are positive (upward) 

at 5 weather stations out of the 9 considered in total (Fig. 10).  

The weather stations with an increasing trend are located both on the Southern Dobrudjan Plateau 

and in the Danube Delta, possibly because even if rains are not so frequent as on the shoreline of the 

Black Sea, they have higher intensities over shorter periods of time, so when summed up over 24 hrs, 

they display a seemingly increasing trend. In general, the negative (downward) trends overlap the 

Black Sea coast, basically because the colder waters of the sea may greatly impede upward air-

movements and condensation processes, despite the activity of the breeze fronts that usually develop 

in summer. The only station with a statistically significant trend is Constanța (p-value = 0.001) and 

the station with the highest magnitude is Cernavodă (7.03 mm/decade). For all analyzed time scales, 

the trend is upward at Constanța and Gorgova w.s. and downward at Medgidia and Sulina.  

The trends of the maximum rainfall amounts recorded in one hour and in 3 hours are quite similar 

(Fig. 11), being positive at 5 weather stations. In one hour, they are statistically significant at two 

weather stations: Cernavodă (p-value = 0.033) and Mangalia (p-value = 0.044). In 3 hours, the 

statistical significance of the positive change is characteristic only for Cernavodă w.s. (p-value = 

0.008). Statistically significant negative trends appear only at Sulina w.s. (p-value = 0.015 in one 
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hour, respectively 0.024 in 3 hours). The maximum rainfall amounts recorded in 6 hours have 

increasing trends at ⅔ of the analyzed stations, with statistical significance at Cernavodă (p-value = 

0.019) and Constanța (p-value = 0.006). For all the three analyzed durations, the highest magnitude 

was recorded at Cernavodă w.s. 

 

 

Fig. 10. Trends of the maximum 24 hr precipitation amounts in Dobrudja. (The values below the triangles 

represent the magnitude of the rainfall amounts trend, expressed in mm/decade). 

 

 

Fig. 11. Trends of maximum rainfall amounts for time spans: 1, 3 and 6 hours, (1948-2022).  

(The values below the triangles show the magnitude of the rainfall amount trend, expressed in mm/decade). 

 

In the case of sub-hourly maximum rainfall trends, they are exclusively increasing at the 

Constanța, Gorgova, Gura Portiței and Mangalia stations, with a statistical significance only at 

Gorgova and Mangalia (Fig. 12). At Adamclisi, Medgidia, Sulina and Tulcea w.s. the trends are only 

negative for all durations, yet they are statistically significant only at Medgidia and Sulina for certain 

durations. At Cernavodă w.s., the trends are mainly positive, except for the 5 minutes’ (when it is 

negative) and the 10 minutes’ durations (when the slope of the trend is 0). 

For all 6 durations, the highest magnitude was recorded at the Gorgova w.s. This indicates that 

torrential rains greatly increase in intensity at this station (generally by more than 2 mm/decade for 

durations ≤ 30 minutes), although it is located in the driest area of the country, namely the Danube 

Delta. 
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Fig. 12. Trends of the maximum rainfall amounts for time spans: 5, 10, 15, 20, 25, 30 min., (1948-2022).  

 (The values below the triangles show the magnitude of the rainfall amount trend, expressed in mm/decade). 

4.4. Probability of occurrence of extreme rainfall amounts in the future 

The Intensity-Duration-Frequency (IDF) curves are graphical representations of the probability 

that a given rainfall intensity might occur in a given time period (Dupont & Allen, 1999). These charts 

are currently used in water resources engineering to create/develop urban water drainage systems, to 

assess the strength of hydraulic structures (dams, bridges, etc.) and flood vulnerability (Keifer & Chu, 

1957). In this study, the IDF curves were constructed for all the analyzed stations, by using Gumbel’s 

extreme values distribution (Fig. 13).  

A comparative assessment of Gumbel estimates was also performed by analysing the values 

retrieved from the IDF curves, briefly summarized in Table 3. So, the highest rainfall intensities (1.4 

mm/min) for a 5 minutes’ duration and 2 yrs’ return period are specific for the Medgidia, Corugea, 

Tulcea and Cernavodă weather stations. If multiplying the intensity by the duration, the most probable 

rainfall amount is retrieved, which is 7 mm in this case. Within this distribution of values, the intensity 

increases directly proportional to the return period. Thus, for the same duration and a return period of 

100 years, the intensity reaches the value of 4.3 mm/min at Corugea, corresponding to a precipitation 

amount of 21.5 mm. Once every 100 years, the second highest intensity characterizes Hârșova w.s. 

(4.1 mm/min).  

According to the Gumbel distribution, it is evident that the highest values generally overlap with 

the plateau area for small return periods. For a return period of 100 years, high intensities are also 

estimated on the Danube Delta (3.9 mm/min at Sf. Gheorghe Deltă and 3.5 mm/min at Tulcea w.s.) 

or on the Black Sea coast (3.7 mm/min at Mangalia w.s.). 
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Fig. 13. The Intensity-Duration-Frequency (IDF) curves of maximum rainfall amounts (logarithmic scale). 

Table 3. 

The maximum rainfall intensity (mm/min) in Dobrudja, according to Gumbel distribution. 

Weather station 
Duration Return 

period 

(years) 
5 min 10 min 30 min 1 hr 3 hr 24 hr 

Adamclisi 1.120 0.832 0.496 0.320 0.149 0.029 

2 

Cernavodă 1.355 0.998 0.516 0.318 0.144 0.027 
Constanța 1.205 0.922 0.518 0.319 0.143 0.025 
Corugea 1.420 1.019 0.540 0.335 0.141 0.024 
Gorgova 1.267 0.992 0.549 0.337 0.138 0.022 
Gura Portiței 1.065 0.819 0.434 0.269 0.124 0.023 
Hârșova 1.325 0.938 0.488 0.305 0.140 0.027 
Jurilovca 1.100 0.844 0.472 0.277 0.123 0.024 
Mangalia 1.246 0.982 0.546 0.339 0.149 0.027 
Medgidia 1.429 1.116 0.629 0.391 0.167 0.029 
Sf. Gheorghe 1.298 1.022 0.585 0.383 0.155 0.027 
Sulina 0.964 0.721 0.373 0.227 0.097 0.018 
Tulcea 1.383 1.029 0.566 0.342 0.149 0.027 
Adamclisi 1.986 1.437 0.888 0.582 0.266 0.050 

10 

Cernavodă 2.199 1.655 0.861 0.537 0.249 0.051 
Constanța 2.077 1.616 0.920 0.557 0.245 0.045 
Corugea 2.704 1.942 1.042 0.635 0.253 0.041 
Gorgova 2.248 1.729 0.966 0.590 0.235 0.037 
Gura Portiței 1.903 1.459 0.764 0.463 0.215 0.037 
Hârșova 2.544 1.781 0.926 0.581 0.268 0.050 
Jurilovca 1.854 1.440 0.836 0.494 0.220 0.043 
Mangalia 2.346 1.807 1.042 0.649 0.278 0.049 
Medgidia 2.343 1.829 1.065 0.663 0.285 0.050 
Sf. Gheorghe 2.459 1.922 1.165 0.778 0.309 0.053 
Sulina 1.600 1.233 0.633 0.382 0.159 0.031 
Tulcea 2.320 1.778 1.019 0.616 0.264 0.048 
Adamclisi 3.066 2.192 1.378 0.908 0.411 0.076 

100 

Cernavodă 3.252 2.474 1.292 0.810 0.379 0.079 
Constanța 3.165 2.481 1.421 0.855 0.371 0.071 
Corugea 4.306 3.093 1.667 1.009 0.392 0.064 
Gorgova 3.472 2.649 1.486 0.905 0.357 0.056 
Gura Portiței 2.948 2.258 1.175 0.706 0.328 0.056 
Hârșova 4.065 2.832 1.474 0.924 0.427 0.078 



116 

 

 

Weather station 
Duration Return 

period 

(years) 
5 min 10 min 30 min 1 hr 3 hr 24 hr 

Jurilovca 2.794 2.183 1.290 0.764 0.341 0.067 
Mangalia 3.718 2.835 1.661 1.036 0.438 0.077 
Medgidia 3.483 2.719 1.609 1.001 0.432 0.077 
Sf. Gheorghe 3.907 3.044 1.887 1.271 0.502 0.085 
Sulina 2.393 1.871 0.957 0.575 0.236 0.048 
Tulcea 3.490 2.712 1.584 0.958 0.409 0.073 

For durations of 30, 60 and 1440 minutes (24 hrs), the highest probable intensity in return periods 

of 10, 20, 50 and 100 years is specific to the Danube Delta, respectively the Sf. Gheorghe Deltă w.s. 

It should also be noted that the other extreme (the lowest) intensity has also been estimated in this 

area, at Sulina station. 

A summary of the results obtained in this paper is shown in Table 4. 
Table 4. 

Summary of extreme sub-daily rainfall amounts in Dobrudja, Romania (1948-2022). 

No 
Weather 

station 

Maximum rainfall amounts (mm) and their trend1 for each duration  

5 min 10 min 30 min 1 hr 3 hr 6 hr 24 hr 
24 hr 

CD2 

1 Adamclisi ▼ 15.5 ▽ 23.5 ▽ 43.5 ▽ 52.0 ▼ 70.9 △ 81.0 △ 116.4 83.3 

2 Cernavodă ▼ 18.4 ◯ 23.9 △ 35.0 △ 47.3 △ 94.0 △ 144.2 △ 155.5 155.5 

3 Constanța ▲ 15.0 ▲ 23.0 ▲ 44.8 ▲ 54.2 △ 74.1 △ 127.1 △ 206.0 201.0 

4 Corugea 17.8 31.1 51.7 57.1 74.1 75.5 86.5 86.8 

5 Gorgova △ 18.6 △ 27.4 △ 45.8 △ 51.9 △ 74.9 △ 76.2 ▲ 76.2 87.0 

6 
Gura 

Portiței 
△ 10.0 △ 15.8 ▲ 33.3 ▼ 53.6 ▽ 65.9 ▽ 66.4 ▽ 93.3 69.0 

7 Hârșova 21.3 26.9 43.8 59.4 97.2 97.2 97.2 96.7 

8 Jurilovca 12.0 21.7 52.0 85.4 106.0 107.0 107.4 79.9 

9 Mangalia ▲ 20.4 △ 31.4 △ 56.7 △ 64.3 △ 70.7 △ 114.6 ▽ 

128.3 

127.7 

10 Medgidia ▼ 16.7 ▼ 24.7 ▼ 47.2 ▼ 70.2 ▽ 84.3 ▽ 84.8 ▽ 90.4 84.6 

11 

Sfântu 

Gheorghe 

Deltă 

16.0 24.5 53.0 81.8 97.1 102.7 110.4 121.8 

12 Sulina ▼ 11.2 ▼ 18.0 ▽ 27.4 ▽ 31.2 ▽ 40.1 ▽ 46.9 ▼ 76.1 84.9 

13 Tulcea ▼ 17.5 ▼ 26.0 ▼ 45.4 ▲ 58.8 △ 108.1 △ 114.4 △ 140.6 134.5 

1The precipitation amount trend is shown as follows: △ - upward trend, ▲ - significant upward trend,  

◯ - no trend, ▼ - significant downward trend, ▽ - downward trend 

224 hr CD = the maximum 24 hr precipitation amount according to the WMO’s calculation methodology (by 

using the Climatological Day); the shown results are calculated for the same time range, excluding the missing 

years in the sub-hourly dataset. 



Adrian IRAȘOC, Nicoleta IONAC, Alexandru DUMITRESCU and Andreea BETERINGHE / EXTREME … 117 

 

5. DISCUSSION  

 The data used in this paper allowed a detailed analysis of rainfall extremes through a different 

methodological approach, i.e. the calculation of sub-daily and sub-hourly running rainfall amounts. 

If compared to the classical method of calculating the precipitation amounts, being used worldwide 

according to WMO’s regulations (collected rainfall amounts in fixed time intervals), the method 

used in this study highlighted, in case of 8 out of 13 weather stations, higher amounts of precipitation, 

especially referring to maximum rainfall amounts that can be recorded in 24 hours (Table 4). At 3 

weather stations, the difference between the two methods exceeded 20.0 mm (33.1 mm at Adamclisi, 

27.5 mm at Jurilovca and 24.3 mm at Gura Portiței w.s.). Therefore, we can state that this method 

better describes extreme rainfall events from a quantitative point of view. 

In fact, any automated measurement instrument may get out of service at some moment and 

because of this, there may appear situations when the sub-hourly dataset is really affected by technical 

issues. So, the data about certain rain episodes that have been recorded with the pluviograph or the 

automatic weather station can be lost, yet they can still be recorded with the classical rain gauge. The 

cases when the maximum rainfall amounts obtained through the running window method are lower 

than those obtained through the standard method are generally caused by the gaps in the database 

series and not by the method being used. 

As regards the synoptic context in which the maximum rainfall amounts were recorded, it was 

observed that most events mentioned in the previous chapter usually occurred under the influence of 

cyclones located in the north of the continent and by their long-wave troughs or cut-off low systems 

extendeing towards or over Romania’s territory and the western coast of the Black Sea. All these 

rainfall extremes were recorded during the summer months, when the greater atmosphere’s 

instability favored the convective development of hot and humid air-masses. Moreover, the 

orientation of the troughs in the NW-SE direction at the 500 hPa level was facilitating the transport 

of moist air from the Black Sea to the inland coast, thus creating a favorable context for the 

development of cumulonimbus clouds with great vertical extent. 

6. CONCLUSIONS 

This study provides a different approach in analyzing extreme rainfall events, by taking into 

consideration a new dataset and methodology (the running rainfall sums on continuous specific 

durations), so that our results could better highlight the apparently paradoxical contrast between the 

scarcer annual rainfall amounts and the extreme sub-daily rain intensities in Dobrudja, Romania. In 

this respect, the NMA’s database was an invaluable resource for this research, in shaping the sub-

daily regime of extreme rainfall amounts. Thus, the pluviograph recordings showed that heavy 

rainfalls / downpours can occur in Dobrudja with intensities exceeding 4 mm/min only at sub-hourly 

temporal scale. Moreover, in certain synoptic contexts, when there is a great thermal gradient between 

air masses (such as the long-wave troughs or the cut-off low systems), the maximum rainfall amount 

ever recorded in Dobrudja from 1948 to 2022  reached as high as 10 mm in 1 minute, despite the fact 

that Gumbel’s extreme value distribution showed that such extreme intensities are expected only 

once in a century. 

The trend analysis has been performed for a number of 9 out of 13 weather stations, but the results 

are pretty uncertain. Four weather stations have a clear trend, upward or downward respectively, while 

at five other stations the trend varies, depending on the duration. It has been observed that the 

precipitation trend is mainly upward on the Black Sea coast for sub-hourly durations and downward 

for the maximum 24 hrs amount. However, at Constanța weather station, the trend is only upward. In 

recent years, the surroundings of the weather stations got intensely urbanized, thus the station has 

currently become more representative of the urban climate. This might be a logical reason for this 

station to have a different precipitation trend, as compared to the other coastal stations.  
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Certainly, this hypothesis should be subject of further research in order to be validated. Similarly, 

other trends could also be explained on the grounds of the local conditions in which the the weather 

stations are sited. It might also be the case of Sulina, as the station is located off the Black Sea shore.  

 Overall, this study aimed to be a useful information tool for the authorities of the Constanța 

and Tulcea counties, namely for rainwater management and flood vulnerability assessment, in order 

to improve resilience during extreme rainfall events. Our results might also be of interest to the water 

resources engineering sector, regarding feasibility studies on the development of water drainage 

systems or hydraulic structures. The IDF curves charts, as a product of Gumbel’s estimates, are a 

valuable support for the latter mentioned sector. 
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ABSTRACT: 

The increasing demand for food and the impact of climate change underscore the need for intensified 

food production processes to continually address the growing population's requirements. A critical 

aspect of food planning involves the identification of cropping frequency, serving as a key strategy for 

enhancing food production. Remote sensing plays a pivotal role in capturing cropping frequency 

information by analyzing phenological characteristics recorded in band transformations. Furthermore, 

the integration of machine learning allows for the categorization of patterns derived from index 

responses, eliminating the need to individually detect each phenological phase. The study aims to 

assess the accuracy of multi-sensor data fusion using the STARFM algorithm and machine learning to 

produce dense time-series images combining Landsat-8 and MODIS downscaled imagery for mapping 

paddy's phenology and identifying paddy cropping frequencies. The phenology identification results 

demonstrate an accuracy range of 3-4 months for the Landsat dataset and less than 1 (one) month for 

the dataset resulting from its fusion with MODIS. Concurrently, the cropping frequency identification 

reveals an accuracy of 60%, 42.5%, 95%, 85%, and 100%, respectively, for Landsat phenology, fusion 

phenology, Landsat Decision Tree, fusion Decision Tree, and Random Forest for both datasets. This 

underscores the profound impact of data availability and quality on the accuracy of the obtained results. 

Dense time-series remote sensing data can be used for mapping cropping frequency to indicate the 

productive paddy areas which should be protected to ensure food security in the future.  
 

Key-words: Data fusion, Phenology identification, Cropping frequencies, STARFM, Machine learning. 

1. INTRODUCTION 

The escalating demand for food aligns with the growth of the global population. Climate change 

poses a challenge that affects rice production, a staple crop in Asia. A decline in rice harvest yields 

and a shift in cropping (planting) seasons have occurred in parts of Indonesia as a consequence of 

climate change’s impact on rice commodity agriculture (Khairulbahri, 2021; Y. Sari et al., 2021). 

Precise food planning is necessary to ensure the achievement of food security and resilience in line 

with SDG’s number 2. Monitoring in terms of cropping frequency becomes crucial to support 

sustainable agricultural planning and serves as an approach to intensify the production of food crops 

especially rice that can be used to record number of production seasons per year. (Andrade et al., 

2021). Field survey methods can provide accurate results because information is obtained directly 

from interview or by observing field phenomena, but it is not effective because it must be carried out 

periodically over a certain period. 

The use of remote sensing images, which have the capability to record over a specific temporal 

range is the most promising tool for identifying cropping frequency. This can be done by identifying 

based on the reflection of objects on each band using band transformations such as EVI or NDVI, 
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using a combination of each band transformations responses such as EVI with LSWI, building models 

based on historical records, and others (Huang et al., 2019; Y. Sari et al., 2021; Q. Wang et al., 2023). 

All these methods cannot directly produce the value of cropping frequency from vegetation, but rather 

use phenological characteristics to read the number of cropping frequencies. This leads to the need 

for phenology identification to generate cropping frequency information. Phenology information is 

accentuated using vegetation index band transformations in the form of responses to each growth 

phase to the selected band used. Some studies identify cropping frequency using phenology as a 

boundary between growth phases (Liu et al., 2018). In its development, the use of machine learning 

can be a method of extracting cropping frequency because it classifies based on the similarity of 

vegetation response patterns using the vegetation index. Unfortunately, several studies related to the 

use of machine learning have developed a lot for the identification of types of agricultural plants and 

only a few have used it for the identification of cropping frequency or planting patterns (Alami 

Machichi et al., 2023; Tariq et al., 2023; Tufail et al., 2022). 

The identification process based on both phenology and machine learning necessitates accurate 

data quality to represent the detailed occurrence of vegetation growth. The use of free and available 

image data such as Landsat-8 medium spatial resolution images has limitations in the temporal aspect 

and is prone to cloud interference as a result. Meanwhile, good temporal resolution images, such as 

MODIS, do not have good spatial resolution, making them prone to object misclassification (Yin et 

al., 2019). The unavailability of free data in the appropriate spatial and temporal resolution aspects 

leads to the need for a multi-sensor data fusion method with complementary spatial and temporal 

resolutions. Various data fusion methods have been developed and are generally divided into three 

basic methods: weighted function-based, unmixing-based, and dictionary-pair learning-based (Hou et 

al., 2019). STARFM-a weighted function-based methods that weight the spatial and temporal aspects, 

thus capable of reconstructing multi-time data that have gaps and then producing images with good 

spatial and temporal resolution, developed by Gao et al. (2006) has been widely used and has shown 

success in producing synthetic data like Landsat which has good spatial and temporal resolution for 

identifying phenological events. Similar studies utilizing STARFM have demonstrated promising 

results in generating images with adequate spatial and temporal resolution, particularly for detecting 

phenology (Gallagher, 2018; Onojeghuo et al., 2018; Son et al., 2016; Vincent, 2021). In addition, 

downscaling MODIS and Landsat-8 data can produce a high-quality time-series data since MODIS 

and Landsat have similar orbital characteristics with only 30-minutes time difference when crossing 

equator (Hwang et al., 2011).  

This research emphasizes on the identification of cropping frequency based on phenology and 

machine learning methods, utilizing Landsat-8 OLI images and the results of fusion with daily 

MODIS using the STARFM algorithm. The novelty of the research lies in the exploration of the 

effectiveness of downscaling MODIS data for extracting phenological metrics of paddy fields, and 

the comparison of phenological analysis and machine learning for identifying paddy cropping 

intensities. This study analyzes the necessity of conducting data fusion for obtaining dense time-series 

data to detect phenological metrics and subsequently, identify the paddy cropping intensities.  Data 

fusion is carried out under wet climatic conditions with the Moderate La Nina phenomenon, which 

causes high cloud cover and rainfall in 2021, thereby affecting data availability.   

2. STUDY AREA  

This study was conducted in a portion of the protected paddy field area (LSD) in Sragen Regency, 

Central Java Province (110º45" and 111º10" E, 7º15" and 7º30" S), referring to the LSD data of 

2021 (Fig. 1). The protected paddy field area is limited to areas with flat slope gradients and located 

around the Bengawan Solo River to avoid the influence of slopes on spectral responses and 

heterogeneity of agricultural commodities. Various rice varieties are developed in the LSD of Sragen 

Regency, including IR64, Inpari 32, PP, Ciherang, Tunggal, Mikonga, Wiapu, Sintanur, and others. 

All of them have a uniform rice age, ranging from 75-95 days. Being around the Bengawan Solo 

River and supported by the dominant characteristics of fertile soil due to the volcanic activity of 

Mount Lawu, Sragen Regency has become a rice-producing region that supplies national needs. 
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Referring to the research by Murti, 2014 and the geoportal data of Sragen Regency, it is known 

that Sragen Regency has three main landforms, namely volcanic in the southern part, fluvial in the 

middle, and structural-denudational karst in the northern part. The specific research area is located on 

the fluvial landform associated with the Bengawan Solo River and the volcanic landform associated 

with Mount Lawu. Topographically, the central area, which is a fluvial landform, has a gentle to flat 

relief with a slope of <8%, and the southern area, which is a volcanic landform, has a rolling to hilly 

relief with a slope of >15%. In relation to the landform of the study area, this forms several types of 

soil suitable for rice plants, namely grumusol, alluvial, and latosol. In relation to its slope factor, the 

research study area is part of the Bengawan Solo River basin. The central part of Sragen Regency or 

the northwest part of the study area is directly crossed by the main river, the Bengawan Solo River. 

This allows the surrounding rice fields to have sufficient water availability throughout the year. 

Furthermore, the slope also affects the size of the paddy field plots, which contributes to the mixing 

of land cover in one pixel. The paddy field plots in the research area tend to be larger around the 

Bengawan Solo River. Moving away to the south, which has a volcanic slope landform, results in the 

southern plots tending to be smaller than the south.  The reason for choosing the area for the study 

area is based on the size of paddy fields (plot) which is large enough around 400m2 (Murti, 2014), so 

that it can reduce the heterogeneity of each paddy plot related to one pixel of 30 meters spatial 

resolution of Landsat and the downscaled imagery, and the diversity of planting patterns in these 

areas, which has been controlled by the topography and landform in the areas. 

 
Fig. 1. Location of the Study area of Sragen Regency, Central Java Province, Indonesia 

(Basemap: Landsat-8 OLI/TIRS (2021-03-19) Composite 652). 

3. DATA AND METHODS 

3.1. Data Preprocesing 

Landsat-8 OLI and MODIS image data require integrated and balanced pre-processing so that 

both can be used together for the purpose of image fusion. Google Earth Engine (GEE) as a cloud 

computing platform provides both datasets that are integrated with each other and can be used 

simultaneously. The use of GEE is based on the goal of pre-processing time efficiency, where it would 

take longer to process raw images such as geometric image correction, image pixel resampling, cloud 

masking, and index transformation. Further pre-processing stages of Landsat-8 OLI and MODIS 

images are carried out by referring to the research conducted by Gallagher (2018) based on the input 

dataset specifications for STARFM provided by the Agriculture Research Service (ARS) USDA. 
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3.1.1. Landsat-8 and MODIS Data Pre-processing 

Landsat 8 Level 2, Collection 2, Tier 1 images with a temporal resolution of 16 days, and 

MODIS/061/MOD09GA Terra Surface Reflectance Daily Global 1km and 500m images with daily 

temporal resolution are used as the Landsat and MODIS datasets, respectively. Both have been 

corrected for surface reflectance and cloud masking has been performed using a bitmask on Google 

Earth Engine, prioritizing aspects of cloud, cirrus, and cloud shadow. The Landsat-8 images have a 

spatial resolution of 30m and MODIS images have a spatial resolution of 500m. To perform data 

fusion using STARFM, both need to adjust their spatial resolution to the highest, which is 30m, thus 

resampling is performed on the MODIS images using nearest neighbor. 

3.1.2. Band Transformations 

To highlight the characteristic features of each growth phase, this study does not use the original 

spectral response from each band, but instead uses the EVI and LSWI band transformations (Kou et 

al., 2017). EVI is an index that can suppress atmospheric and soil disturbances by using the blue, 

near-infrared, red bands indicated by ρ𝑁𝐼𝑅 , ρ𝑅𝐸𝐷 , and ρ𝐵𝐿𝑈𝐸   in the Equation 1, and the constant 

coefficients G (2.5), L (1), and C (6 and 7.5) (Huete et al., 2002). Phenology-related research shows 

that EVI is sensitive during the greenup phase and provides higher accuracy results compared to 

NDVI for identifying areas with multi-cropping frequency (Huang et al., 2019; C. Wang et al., 2017). 

The use of EVI is used to identify the phenological phase of rice using the following formula: 

 

EVI = G ∗ (ρ𝑁𝐼𝑅 −  ρ𝑅𝐸𝐷  )/(L + ρ𝑁𝐼𝑅 + C1ρ𝑅𝐸𝐷 − C2ρ𝐵𝐿𝑈𝐸  )                                         (1) 

 

Meanwhile, LSWI is used to separate rice and non-rice phenology, thus generating the value of 

rice cropping frequency. The presence of SWIR and NIR bands indicated by ρ𝑁𝐼𝑅 , and ρ𝑆𝑊𝐼𝑅 in the 

equation 2, can assist in identifying water content in vegetation or soil background (Bajgain et al., 

2017; Chandrasekar et al., 2010). The use of EVI and LSWI has been widely used and has provided 

good results to show the inundation phase of rice (Dong & Xiao, 2016; Xiao et al., 2002). The formula 

for LSWI is as follows: 

 

𝐿𝑆𝑊𝐼 =  (ρ𝑁𝐼𝑅 −  ρ𝑆𝑊𝐼𝑅)/(ρ𝑁𝐼𝑅 +  ρ𝑆𝑊𝐼𝑅)                                                                              (2) 

3.1.3. Auxiliary Data 

Vector data of some parts of the protected paddy field (LSD) in Sragen Regency based on the 

2021 statute is used as the boundary of the research study area and to focus on the paddy field area. 

In addition, three meters resolution PlanetScope imagery is also used for indirect data accuracy 

testing. The PlanetScope image used has been corrected for surface reflectance at the analytic_sr asset 

level. 

3.2. Processing Steps  

3.2.1. Data Fusion using STARFM 

The Spatio-temporal Adaptive Reflectance Fusion Model, or STARFM, is an algorithm 

developed by Gao et al. (2006). STARFM operates by calculating pixels, taking into account the 

spectral value similarity and spatial distance between pixels within a certain window kernel size. 

STARFM has two main parameters: the maximum search distance for spectral similarity between 

pixels and the number of land cover classes for spectral similarity testing on pure pixels (number of 

spectral slices). Several studies for common land cover (without snow) show that STARFM works 

effectively at a max search distance of 700-800 with a land cover number of slice 40-80 (Gallagher, 

2018; Gevaert & García-Haro, 2015). Based on this, this study uses a spectral distance parameter of 

750 and a number of spectral slices parameter of 40 in the STARFM formula as shown below. In 

relation to the use of the Gallagher (2018) algorithm and the use of the Landsat-8 OLI/TIRS and 

MODIS Terra datasets, the absence of the same recording on each day the two satellites record the 

study area leads to the pairing of the Landsat image (t) with the MODIS image (t-1). 
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The formula is expressed as follows: 

𝐿(𝑥𝜔 2⁄ , 𝑦𝜔 2⁄ , 𝑡0 = ∑ ∑ ∑ 𝑊𝑖𝑗𝑘
𝑛
𝑘=1

𝜔
𝑗=1

𝜔
𝑖=1 × (𝑀(𝑥𝑖 , 𝑦𝑗 , 𝑡0) + 𝐿(𝑥𝑖 , 𝑦𝑗 , 𝑡𝑘) − 𝑀(𝑥𝑖 , 𝑦𝑗 , 𝑡𝑘)         (3) 

In the equation 3, 𝑥𝜔 2⁄ , 𝑦𝜔 2⁄  denotes the center of the moving window, and the 𝜔 variable 

indicates the size of the moving window. 𝑊𝑖𝑗𝑘 denotes the weight of each neighboring pixels 

which were calculated from the spectral, temporal and location distance from the center of the 

moving window, 𝑥𝑖 , 𝑦𝑗  denotes the pixel location in Landsat and MODIS, while 𝑡0, 𝑡𝑘 indicate 

the time of base/reference image (𝑡0) and time of downscaled image (𝑡𝑘). 

3.2.2. Phenology-Based Cropping Frequency Identification 

The process of identifying phenology and cropping frequency is carried out in R Studio. Before 

entering the phenology identification process, the Landsat dataset and its fusion results are regularized 

and reconstructed into daily data first, so that a regular and sequential time series data is obtained. 

The regularization process and daily data reconstruction are carried out by applying the Spline ‘fmm’ 

interpolation method to the dataset. The Phenofit R Package is used to identify phenology in each 

growing season by eliminating false peaks using the season_mov function. The parameters used are 

default, with rough fitting using Whittaker and fine fitting using Elmore. According to Kong et al. 

(2020) the curve fitting is performed to handle data that has noise due to atmospheric disturbances or 

interpolation results due to rapid and drastic changes in value, specifically, the rough fitting is used 

to capture seasonal signal while fine fitting is used to remove the noise including fake peaks. 

Meanwhile, the process of extracting phenology information in the form of the start of the season 

(SOS) and end of the season (EOS) as boundaries for each growing season is carried out using the 

Threshold method, referring to (White et al., 1997), with a threshold of 0.5 to represent its SOS and 

EOS. Each band transformation in the form of EVI and LSWI is processed with all of these methods. 

The EVI index is used to identify phenology (SOS-EOS), while the cropping frequency is identified 

using LSWI index based on the repetition of one SOS-EOS cycle which also indicates the occurrence 

of one paddy growing season. According to Zhu et al. (2022) cropping frequency refers to the number 

of production seasons per year, and is calculated as one frequency when it goes through the planting 

to harvest phase. 

3.2.3. Cropping Frequency Identification Based on Machine Learning Algorithms 

The training data generated from the field survey is used to build a model using the Decision Tree 

and Random Forest algorithms. The Decision Tree (DT) is a classification algorithm widely used for 

land cover classification (Friedl & Brodley, 1997). DT performs classification using a decision tree 

consisting of a root node (attribute), branches, and a leaf node (class label) (Purwanto et al., 2022). 

Meanwhile, Random Forest is a development of the Decision Tree with more decision trees or using 

a combination of various tree models, thus it can overcome overfitting that occurs in the Decision 

Tree (Chang & Bai, 2018). Given the differences in data complexity, DT can perform classification 

with little training data, while RF has an advantage over DT for classifying complex data (Hehn et 

al., 2020; Q. Wang et al., 2018). The input data for machine learning algorithm modeling is the EVI 

and LSWI dataset from Landsat and the fusion results using default parameters. Machine learning 

will learn the patterns that emerge from the combination of EVI and LSWI from each Landsat image 

and fusion results. 

3.2.4. Field Survey 

Field surveys are conducted both directly and indirectly. Direct surveys are conducted by 

interviewing farmers or land cultivators. Around 41 farmers were interviewed to understand the 

planting time and cropping intensities of the land that they cultivated. In addition, additional 

validation data are carried out by identifying each occurrence of planting start (SOS) and harvest start 

(EOS) using visual interpretation on daily PlanetScope data. In the field survey, K-Means clustering 

algorithm is used to help facilitating sample distribution, which is then spread using the purposive 

sampling method, eventually obtaining as many as 99 field sample points with all the information on 
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SOS, EOS, and cropping frequency that occurred in one year, with interview results as the baseline 

and interpretation results as detailed information. Field survey data is scaled in months and days. For 

modeling purposes, the total number of samples is divided into training and testing with proportions 

of 60% and 40%, respectively. 

 

3.2.5. Accuracy Assessment 

The accuracy assesment was performed on phenology parameters such as SOS and EOS results 

from identification using the root mean square error (RMSE), while cropping frequency information 

was conducted by constructing the confusion matrix by calculating the Overall Accuracy (OA), 

Producer Accuracy (PA), and User Accuracy (UA). RMSE was used for capturing the error margin 

between the actual values and predicted values. This has been used for various performance measure 

including for phenological analysis such as comparing the time differences between phenological 

metrics from satellite data and phenocam measurement (Czernecki et al., 2018, Browning et al., 

2021). Testing on SOS and EOS was conducted to observe the magnitude of the difference in days 

between the test data and the identification results, while testing on cropping frequency is conducted 

to see how large the classification error is with the test data.  

The workflow for this study can be found in Fig. 2. 

F
ig

. 
2

. 
W

o
rk

fl
o

w
 o

f 
th

e 
st

u
d

y
. 
  
 

 



 Putri Laila KARTIKA NINGRUM, Bimo Adi SATRIO PRATAMA, Sanjiwana and ARJASAKUSUMA / … 127 

 

4. RESULTS AND DISCUSSIONS 

4.1. Fusion results using STARFM Algorithm 

 The fusion process using the STARFM algorithm are run automatically using the algorithm from 

Gallagher (2018). The use of default parameters shows good visual results on the fused data, as shown 

in Fig.3. Experiments were conducted to predict Landsat data on the same date with input data on the 

same date as well, and the results showed that STARFM was able to provide a display that was the 

same as its input data because there was no change whatsoever. The challenge that arises when using 

the Gallagher (2018) algorithm when using STARFM is in the Landsat-MODIS pair where the 

determination of good quality images is only based on the number of non-NA pixels from Landsat. 

This affects the fusion results where the NA value that has previously been converted to -32768 and 

is quite abundant in the MODIS image pair will contribute to the data fusion calculation. Meanwhile, 

in data where Landsat and MODIS contain NA, it will remain NA in the fused data results.  

Fig. 3. The results of the fusion between Landsat and MODIS on the EVI index using the STARFM algorithm. 

4.2. Phenology Identification for Cropping Frequency 

The phenology identification process, which is run using the Phenofit R Package and uses Spline 

Interpolation as a method to fill in missing data or gap filling, shows success in identifying several 

growing seasons. Based on the results of the field survey, it is known that there are two main growing 

seasons in one year (Team, 2023) and Phenofit successfully captures this phenomenon. This can be 

seen in Fig. 4(a) where two growing seasons are successfully identified at that sample point. However, 

the Spline interpolation process in Fig. 4(b) which is used as input for Phenofit, provides results that 

are not quite appropriate due to the lack of image data at the beginning and end of the year, considering 

that clean image data is only available from the end of March (DOY 78) to October (DOY 304). The 

extrapolation performed by the Spline at the beginning and end of the year shows the presence of 

several small false peaks. Deficiencies in terms of interpolation are also found in the Landsat dataset, 

which provides a much longer data range compared to the original data range if compared to the linear 

interpolation method that will maintain the data range (Figure d). Both of these occurrences arise due 

to the Spline interpolation process used using the “fmm” method. Referring to R Documentation, this 

method is known to provide results that are not quite satisfactory for extrapolation because it considers 

four values before and after, which will impact the data range and accuracy of phenology 

identification. Fig. 4(c) shows the results of phenology parameter identification in the form of SOS 

and EOS. Phenofit does not provide processed ratio data as White et al. (1997) ratios the vegetation 

index into a range of 0-1. For this reason, the boundary line is not always balanced between SOS and 

EOS in the results.  

The use of a threshold of 0.5 on the interpolated data that has undergone curve fitting to minimize 

data noise produces accuracy as shown in Table 1. The results from the fusion show higher accuracy 

of the fused data compared to pure Landsat data. This indicates that the temporal aspect of the data 

affects the accuracy of phenology identification because the fusion results provide more detailed data 

in terms of temporal compared to Landsat data. The large error in this study may be caused by the 

interpolated data, which introduces a new data range. 

Landsat (2021-04-20)

 

Landsat (closer look)

 

Fusion (2021-04-19)

 

Fusion (closer look)
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(a) 

 

(b) 

 
(c) 

Fig. 4. The interpolation results using the spline on the fusion data (a), the curve fitting results and 

identification of the growing season using R Package Phenofit (b), and the identification results of SOS & EOS 

using a threshold of 0.5 (c). 
 

However, it should have been able to accurately capture the time range of planting (cropping) 

seasons 1 and 2, where based on field surveys, cropping season 1 starts in March-April and cropping 

season 2 starts in July-August. The study area is dominated by rice with an age of 75-100 days in 

fields with a seed planting time of 15-20 days. In other words, there should not be a data range around 

120 days for one growing season considering that the seed planting process tends to be done at home 

or on a small part of the paddy field. For this reason, there is a difference of about ± a month between 

the field data and the interpolation results on the fusion, so it is clear that the interpolation process 

affects the results of phenology identification. This also applies to Landsat data which experiences a 

larger increase in data range compared to fusion data due to the lack of data availability. 

 
Table 1. 

Results of Phenological Identification Accuracy Using EVI Index. 

 

 

Dataset Landsat Fusion 

Phenology Parameters SOS EOS SOS EOS 

RMSE 
Monthly 3.21 4.340 1 1.008 

Daily 101.478 138.270 27.086 31.840 
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4.3. Phenology-Based and Machine Learning-Based Method for Cropping Frequency 

Identification 

Phenology information in the form of SOS and EOS from LSWI is used as a differentiator of 

growing seasons between rice and non-rice plants. LSWI will show a high reflection response during 

the irrigation phase and tends to decrease with the growth of rice (Sari et al., 2010). However, 

according to Nelson et al. (2014) besides specifically the presence of water in the irrigation phase as 

a characteristic of rice plants, the presence of water in large quantities occurs in almost two-thirds of 

its growth phases, namely vegetative and reproductive. The accuracy results from the identification 

method based on phenology and machine learning on the Landsat dataset and its fusion results show 

that the identification process using machine learning for both Decision Tree (DT) and Random Forest 

(RF) are able to provide higher accuracy compared to the identification process using phenology. 

Besides that, the accuracy on the Landsat dataset is higher than the fusion results on all methods 

(Table 2). In relation to the time spent processing the dataset using both methods, the use of machine 

learning provides a shorter time compared to phenology-based because it has to go through several 

processing stages.  
Table 2.  

Overall accuracy results of cropping frequency identification. 

 

5. DISCUSSION  

 Our research demonstrates a significant influence of data quality on the results of phenology 

identification and cropping frequency. The accuracy results of phenology identification show a large 

error ranging from 1-4 months in both datasets. Research related to phenology with similar thresholds 

tends to yield more accurate results. Huang et al. (2019) conducted identification for similar 

commodities with linear interpolation, EOS thresholds of 0 and 0.54, and SOS threshold of 0.26 and 

0.16 for the first and second cropping seasons respectively, showing a substantial error range of 

around 9–13 days for EOS and 13–18 days for SOS, while in our research using Spline interpolation 

and similar threshold of 0.5 for both SOS and EOS. Therefore, the threshold and interpolation method 

play a significant role in the accuracy of phenology identification. 

Fig. 5 shows that the results of Linear interpolation which maintain the data range differ 

significantly from the results of Spline interpolation. This discrepancy leads to a high error in 

phenology identification in the Landsat dataset, where the original values tend to be read as noise. 

Several phenology-related studies have been conducted using both interpolation methods. Nguyen-

Sy et al. (2019) and Warter et al. (2023) used the Spline interpolation method while Wang et al. (2016) 

and Wang et al. (2022) used the linear interpolation method.  

 
Fig. 5. Comparison between Spline and Linear interpolation using the Landsat dataset. 
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However, study conducted by Arjasakusuma et al. (2018) showed that spline produced the least 

accurate interpolation results. This indicated the needs for proper temporal interpolation method for 

phenology detection.  

Comparing the accuracy testing results of phenology for the Landsat dataset and fusion results, 

it is found that the accuracy between the Landsat dataset and its fusion tends to be inversely 

proportional. The high accuracy of the Landsat dataset in phenology-based methods may be due to its 

ability to identify SOS and EOS that are not disturbed by noise in the form of false peaks, thus being 

able to identify both growing seasons but experiencing a large shift in data range as a result of the 

unsuitability of interpolation results. Similar accuracy is also found in machine learning-based 

methods where Landsat provides higher accuracy compared to fusion results due to the influence of 

low noise. Meanwhile, the Random Forest algorithm provides perfect results on both datasets, so it is 

estimated that this is due to the influence of simple data because it only involves 1-3 classes with 

patterns that do not vary much with not many samples. 

Based on the confusion matrix results especially in omission error, the biggest error tends to occur 

in the cropping frequency class 2 (paddy planted twice a year), which is often classified as cropping 

frequency class 1 (paddy planted once in a year). In the phenology-based identification method, this 

can be caused by the failure to identify the second cropping season due to limited data availability, 

thus failing to reconstruct a complete growing season. This can be overcome by methods based on 

machine learning. Machine learning can identify pattern similarities based on the input data used, 

eliminating the need for a complete growing season. However, because the machine learning is used 

for supervised classification, it requires the data processor to ensure that the training and testing 

samples accurately reflect field conditions. The spatial distribution of the cropping frequency 

identification results can be observed in Fig. 6. From this, it becomes apparent that the identification 

results using machine learning methods, specifically Decision Tree and Random Forest, tend to yield 

similar outcomes. However, the most notable differences are observed in class 1 across both datasets. 

The area in the middle which is classified as class 1 in the Decision Tree results, is associated with 

the built-up areas. However, in the northern part, it remains within the paddy field area, characterized 

by large-sized plots. Compared to the results of the Random Forest, both areas tend to fall into class 

2. The southern part is significantly influenced by the landform of the volcanic slope, resulting in 

smaller plot sizes and a strong dependence on the minimal availability of water in the dry season due 

to the elevation conditions. This impacts the absence of rice cultivation during the second cropping 

season. In the results of phenology-based identification, the Landsat dataset and fusion results show 

different visuals. The identification results of the Landsat dataset are more similar to the machine 

learning results compared to the fusion results. In accordance with the obtained accuracy results, noise 

significantly influences the classification results of the fused dataset, thereby limiting its ability to 

identify areas with grouped crop frequencies compared to the Landsat dataset or machine learning 

methods. However, it can provide a higher RMSE accuracy than Landsat in identifying the Start of 

Season (SOS) and End of Season (EOS). 

The fusion phenology yielded different results as compared to the other methods, happened due to 

the changing curve after spline interpolation. This made the phenology metrics detection changed as 

showed in the Fig. 6. Apart from that, the influence of the presence of daily data and the growing 

season identification process from Phenofit which is based on the original interpolation results 

without smoothing, resulted in failure to identify the second growing season due to high noise and 

limited data to capture the complete second growing season because Phenofit only can read a complete 

growing season. Therefore, it only reads the first growing season and the detection of cropping 

frequency using phenological metrics become less accurate. However, machine learning is able to 

distinguish the patterns and only use the important variables to detect the cropping frequency, thus 

eliminating the error resulted from the spline interpolation and growing season identification process 

which is influenced by noise.  

Future research could draw valuable insights from our study, particularly regarding the 

implications of temporal interpolation on time-series data. We utilized temporal interpolation 

techniques to fill in missing data, yet such methods possess the potential to alter the trajectory of the 
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time-series data. Therefore, it is pertinent to assess the necessity of downscaling and temporal 

interpolation methods in mapping crop frequency based on the availability of clear images throughout 

the year. A complete distribution of clear images across different seasons facilitates accurate 

derivation of cropping frequency through machine learning algorithms. In addition, alternative 

downscaling approaches from other sensors should be explored, such as leveraging harmonized 

Landsat-Sentinel data, as highlighted by Claverie et al. (2021), which provides dense and consistent 

medium-resolution optical data. Additionally, combining active and passive sensors holds promise 

for generating more precise phenology and cropping frequency maps. 

 
Fig. 6. Spatial distribution of cropping frequency in the study area (A) Landsat-Phenology, (B) Fusion-

Phenology, (C) Landsat-Decision Tree, (D) Landsat-Random Forests, (E) Fusion-Decision Tree, and (F) 

Fusion-Random Forests. 

 

6. CONCLUSIONS 

Our study demonstrates the use of phenology-based and machine learning methods on the 

Landsat dataset and its fusion results with MODIS using the STARFM algorithm. Based on this, it is 

known that the aspect of data availability greatly affects the phenology identification results and the 

interpolation results. This leads to the need for high-frequency data and good data distribution for 

time series analysis. Furthermore, the use of fusion results to identify cropping frequency does not 

provide higher accuracy compared to Landsat data with an accuracy difference of 22.5%.  
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However, this cannot be directly concluded that the fusion results are unable to improve 

identification accuracy. Although the fusion data provides lower accuracy, it should be remembered 

that the high accuracy of Landsat data carries an error in the form of a larger shift in SOS and EOS 

time compared to the fusion results. Moreover, the fusion data’s inability to identify cropping 

frequency with high accuracy is largely due to the presence of noise, which hinders the successful 

detection of the growing season. Besides that, the identification process using cropping frequency 

using machine learning can provide excellent results. Its ability to read patterns is an advantage in 

terms of processing time effectiveness where it does not require a prior phenology identification 

process. The development of the use of machine learning and deep learning for phenology 

identification and related studies on noise reduction and time series data quality is expected to be 

developed for further research. In addition, the exploration using downscaled MODIS data and 

harmonized landsat-sentinel (HLS) can also be directed to get a more dense time-series data beneficial 

for phenology identification.  
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ABSTRACT: 

The European bison (Bison bonasus L.) is a species that has been successfully reintroduced in several 

European countries and requires ongoing monitoring to protect and restore its biodiversity. This study 

examines the population dynamics of free-ranging European bison in the Vânători Neamț Natural Park 

in Romania, taking into account various local biotic and abiotic factors. Data collected from the collars 

of several European bison from 2014 to 2019, as well as vector maps of the study area, was used for 

the analysis. Furthermore, the study identifies the influence of slope and altitude on the distribution 

patterns of the European bison throughout the seasons. While a confluence of biotic and abiotic factors 

shapes exploration behavior, the study underscores that food supply and land use exert the most 

pronounced impact on the sustainability and growth of the European bison population. Despite an 

exhaustive analysis of correlations between various biotic and abiotic factors with recorded 

temperatures, no significant results reflecting discernible trends or linkages induced by temperature 

were obtained. The analysis of GPS collar data revealed that, in the research area, the European bison 

inhabited areas with forest vegetation for about 74% of their time and places without it for 26%. Over 

80% of the localization patterns were found in wooded areas, with fewer than 20% found in non-forest 

areas, year after year. The age class distribution research shows that the European bisons have a 

significant preference (more than 55%) for old-growth forests that are older than 100 years. This 

preference is present in all seasons except winter, when the preference for these types of forests 

decreases. On the other hand, forests that are younger and less than 60 years old are preferred in the 

summer and spring, which offers important information on the diverse habitat preferences of the 

European bison population. 
 

Key-words: GIS; telemetry; dynamics; forest structure; spatial analysis. 

1. INTRODUCTION 

Europe's largest land mammal is the European bison, which faced extinction in the wild during 

the early 20th century. Fortunately, the species was reintroduced to the wild in the latter half of the 

century, and thanks to sustained conservation efforts, its status has gradually improved. In fact, 

following a recent assessment, the European bison is now classified as Near Threatened on the IUCN 

Red List of Threatened Species, 2022). As of the end of 2022, there are 10,536 individuals, with 1,727 

in captivity, 584 in semi-freedom, and 8,225 in the wild. (Table 1). 

The European bison is a crucial species for biodiversity conservation and ecosystem restoration. 

Its consumption of plants, herbs, and woody species contributes to the maintenance of a varied 

landscape, creating new ecological niches for other species to thrive in.  
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Table 1.  

Number of free-ranging European bisons in Europe. 

European Country  Number of european bison Percent from the total (%) 

Bulgaria 15 0,2 

Azerbaijan 27 0,3 

Germany 41 0,5 

Slovak republic 58 0,7 

Romania 256 3,1 

Lithuania 280 3,4 

Ukraine 395 4,8 

Russia 2172 26,4 

Poland 2394 29,1 

Belarus 2587 31,5 

Total free livings 8225 100,0 

 

As a result, the European bison plays a key role in nature conservation by ensuring the 

preservation of a mosaic structure of ecosystems and landscapes (Jaroszewicz & Piroznikow, 2008). 

Despite extensive research, the European bison's preferences for specific habitat types remain 

controversial and not well understood (Kuemmerle et al., 2018). However, recent trends suggest a 

reevaluation of the plasticity of this species, revealing a much higher degree of adaptabil-ity than 

previously assumed (Rafał et al, 2023). Initially, it was believed that the European bison relied heavily 

on forest ecosystems, which is why efforts to reintroduce them to the wild were focused on extensive 

forest stands (Rafał et al, 2023; Karcov et al., 1903; Pucek et al., 2004; Kerley et al., 2012; Krasińska 

et al., 2013, Krasińska et al., 2014). However, recent research suggests that the European bison is 

actually a "refuge species" that has been forced to retreat to forested areas due to landscape changes 

and the impact of human activity, such as the conversion of natural ecosystems into agricultural land. 

Experts now recommend that the optimal trophic supply for the European bison is a mix of forests 

with meadows and glades (Kuemmerle et al., 2018; Kerley et al., 2012; Bocherens et al., 2015; 

Hofman et al., 2019; Kuemmerle et al., 2012a; Kuemmerle et al., 2012b; Kuemmerle et al., 2020).  

The European bison is a species that has been reintroduced into the wild for several decades and 

can only be found in a few locations in Europe. However, despite being present for so long, its 

behaviour in the wild is not yet fully understood. One area of controversy is the dietary preferences 

of the European bison. Some studies have revealed that the European bison mainly prefers herbaceous 

plants (Mendoza et al., 2008).  

Adaptation to a forest environment is represented by the ability to digest more developed lignin 

than other ungulates (Gębczyńska et al., 1974). The utilization of forest species in their early stages, 

including seedlings and deciduous trees, has been documented with regards to the consumption of 

bark, wood, leaves, and shoots (Cătănoiu, 2012). Past studies, which were influenced by the theory 

that the European bison mainly feeds on herbaceous cover, tended to underestimate the importance 

of forest species in their diet. However, recent scientific research has highlighted a significant 

percentage of these species in the European bison's diet. GIS simulation models have shown that the 

European bison was widespread in areas covered by forest stands. This suggests that the consumption 

of shoots and buds is an essential part of their diet (Kuemmerle et al., 2011). 

The seasonal movements of European bison are influenced by the quality and quantity of their 

food sources, as well as their access to them at different times of the year. The type of ecosystem and 

its suitability as a shelter also play a role in their movements. Similar analyses have been conducted 

for both European bison (Hebblewhite et al, 2008; Van Beest et al., 2010) and American bison (Bison 

bison) (Rivals et al., 2007; Thomas et al., 2021). However, detailed information regarding the specific 

habitat types preferred by European bison has yet to be accurately described, as previous studies have 

only covered periods of abundant foraging or vegetative rest without delving into the structure of the 
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forest stands and ecosystems preferred by these animals (Thomas et al., 2021; Schneider et al., 2013; 

Perzanowski et al., 2019).  

The European bison is a social animal that typically lives in groups of 10 to 50 individuals. These 

groups can be mixed or composed of only males, with the mixed groups containing females, young 

individuals, newborns, and adult males. On average, these groups contain 8 to 13 animals (Krasiński 

& Krasińska, 1992; 1994) and their structure, particularly the mixed groups, can change seasonally 

due to chance meetings and the exchange of individuals. Young males are the most unstable, 

frequently changing groups (Krasińska et al., 1987).  

Adult, solitary males use the largest spaces, while spaces used in winter are much smaller and 

influenced by weather conditions. In these conditions, bison gather around feeders, forming large 

mixed aggregations and small groups of males. The largest aggregation of bison was recorded in the 

Bialowieza forest with one group reaching 100 individuals (Krasiński et al., 1999). 

Although rough terrain does not pose a problem for European bison, they prefer to conserve 

energy by following paths that they or other wild animals have previously used. They usually avoid 

the steepest slopes and large obstacles such as fallen trees, rocks and swamps. When moving in small 

groups, they follow a roughly single-file formation while respecting the hierarchical order. In contrast, 

larger groups move in a compact formation. 

According to studies conducted by Perzanowski et al. in 2008 and Krasińska & Krasiński in 2007, 

the seasonal movements of female and mixed groups are typically limited to distances of 10 to 15 

kilometers. Meanwhile, research on a single population of adult males in the Carpathian Mountains 

indicated that they typically travel 30 to 40 kilometers during a growing season (Perzanowski et al. 

2008).  

The movement patterns, times, and distances travelled by European bison have been studied in 

recent decades using telemetric methods, Geographic Information System (GIS), and specialized 

software for data processing (Roșca & Ceuca, 2023). In Romania, there are three populations of free-

ranging European bison: more than 70 individuals in the Vânători Neamț Natural Park, about 145 

individuals in the Armeniș area of the Țarcu Mountains (Caras-Severin County), and more than 50 

individuals in the Făgăraș Mountains. In 2012, five European bison were first released in the Vânători 

Neamț Natural Park. New releases were carried out in 2013 (5 individuals), in 2014 (6 individuals), 

in 2015 (2 individuals), in 2016 (3 individuals), in 2017 (4 individuals), in 2018 (1 individual), and 

2019 (4 individuals), in total 30 individuals (14M, 16F) (Cătănoiu et al., 2021; Dănilă et al., 2022). 

Of the 47 individuals in the wild in 2019, 30 were released and 17 were born in the wild. 

Between 2005-2014, a number of 21 individuals were imported, coming from zoos in Elvetia 

(Goldau and Bern), Germany (Springe, Karlsruhe and Hardehausen), Sweden (Avesta, Boras and 

Skansen) and the UK (Howletts , Fort Lympne, Kingussie and Fota). To these were added 9 

individuals from the reservations in România (Neagra Bucșani, Vama Buzăului, Vânători Neamț), so 

that in the period 2012-2019, 30 individuals (14 males and 16 females) were released, with ages 

ranging between 2 and 12 years. 

This analysis aimed to study the distribution pattern of the European bisons in the Vânători Neamț 

Natural Park based on biotic factors such as forest species, age classes, canopy closure, and 

grasslands, as well as abiotic factors such as altitude, slope, and temperature. The primary objective 

was to track the density and movements of European bisons in the area over the year and different 

seasons. The second objective was to identify the frequency of European bisons in specific stands 

based on their characteristics during different seasons. Additionally, the study aimed to determine the 

preference of European bisons for specific orographic features in the area. 

2. STUDY AREA  

This study tracked the movements of free-ranging herds of European bison in and around 

Vânători Neamț Natural Park in Romania from 2014 to 2019 (Fig.1). The study area consists of eight 

communes and five forestry districts - Târgu Neamț Forest District, Vânători FD, Văratec FD, Pipirig 

FD, and Hangu FD, covering an area of more than 30100 hectares. 
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Fig. 1. Geographical position of the study area. 

 

The study area was defined by delineating polygons at the extreme points where the bison were 

observed. The local forest administration provided cartographic data as vector layers describing forest 

stands by species, age, and canopy cover. The vector layers also include non-forest areas such as 

pastures, meadows, farm-land, villages, watercourses, etc.  

Under the Forestry Code, any area with trees larger than 0.25 ha is classified as a forest. The 

forest management plan of each forest district, included in the study, included information about stand 

age, forest cover, and tree species composition (Romanian Forestry Code, 2008).  
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3. DATA AND METHODS 

The analysis was based on data collected from GPS collars that were worn by four female and 

one male animal. The 5 specimens are part of the analyzed population and had the collars between 

2014 and 2019. The Natural Park Vânători Neamț Administration has a standard operating procedure 

for tranquilizing animals, which was followed during this study. A veterinarian was present during 

the tranquilization process to ensure that the animals were not subjected to any unnecessary pain. The 

collars were activated and mounted according to the manufacturer's instructions and remained 

permanently on the same individuals. 

Lotek collars with the following technical specifications were used: circumference of 115 cm for 

females and 130 cm for males; GPS, VHF with frequency between 145 MHz - 175 MHz; animal 

mortality detection sensor; optimal operation in range: - 300 C... + C 500 C; data collars was done at 

a pre-programmed interval of 2 hours resulting in 12 data collars per day. The data collars used in this 

study provided information on the date, time, latitude, longitude, altitude, slope, and ambient 

temperature. To download the data, the Lotek GPS Web Service site (Home Page - Lotek Web 

Service) was used, where the data for all the used collars was recorded. Thanks to the facilities offered 

by the site, data can be downloaded, for each column or cumulatively, for predetermined periods of 

time or for the entire period, in different formats (text, KML, KMZ, etc.) 

Four collars were used to track the location of the entire herd, which were attached to the herd 

leader females. Adult males were given a separate collar as they are solitary and only join the herds 

during mating season. Given the small number of herds and adult males, there was no need for 

additional collars. 

The recorded data was grouped on seasons, i.e., spring (01 March - 31 May), summer (01 June - 

31 August), autumn (01 September - 30 November), and winter (01 December - 28 February). 

Of the 44993 records, those with "NO SATS" (4904 data collars) and those located in the 

acclimatization pen for the period when the animals were in pre-release (4134 data collars) were 

removed and 35955 data collars was validated. Data collars submitted by individuals isolated in the 

pens for a given period was also removed. 

During the first phase of the study, the areas where European bisons were frequently found were 

divided into two types: forest and non-forest areas. The data collected from the collars were filtered 

by year, and the Concave Hull function was used to determine the area occupied by European bisons 

for each year. The yearly areas were then separated into forest and non-forest areas.  

Next, the European bisons' preference for a particular type of forest was analyzed separately for 

each season based on their recorded positions on the forest stand parcels. The data for the forest 

parcels was assigned to the overlapping points, resulting in a total of 18581 points. The QGIS 3.28 

software was used to process the vector data. 

Individual tracks, seasonal movement and movement overtime maps were done ggmap and 

ggplot packages from R (R Core Team, 2022). 

4. RESULTS AND DISCUSSIONS 

4.1. Spatial dynamics over the period analysed 

The data recorded from the collars of European bisons between 2014 and 2019 was reported for 

two types of areas, forest and land without forest vegetation (Table 2). In 2014, the European bisons 

frequented an area of 6811 hectares, out of which 4801 hectares were forest and 2010 hectares were 

land without forest vegetation. By 2019, their explored area had increased to 30,110 hectares (Fig. 2, 

Fig. 3). Out of this, 18,759 hectares were forested while 11,351 hectares were land without forest 

vegetation (Fig. 3). 
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Table 2.  

Data collars records on forest and non-forest areas. 

Year 
Forest  

(data collars) 
Nonforest (data collars) Total (data collars) 

2014 2037 457 2494 

2015 7763 1976 9739 

2016 4140 1436 5576 

2017 5408 2164 7572 

2018 6593 3211 9804 

2019 745 25 770 

Total 26686 9269 35955 

 

Over the same period, the size of the area explored increased with the number of bison (Figure 

2 and Table 3). 

 
Table 3.  

The dynamics of the bison population (cumulative values). 

Year Males Females Youth Total 

2014 6 10 4 20 

2015 8 12 1 21 

2016 11 13 1 25 

2017 13 16 6 35 

2018 16 20 3 39 

2019 18 21 8 47 

 

 
Fig. 2. The trend of dynamics of the explored area during the period analysed. 

 

As shown in Fig. 2, there has been an increase in area surveyed by European bisons during the 

initial two years. However, this trend has gradually decreased over time, with the curve flattening out 

towards 2020, despite the fact that the number of European bisons is still increasing.  
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Fig. 3. Season localization in forest/non-forest land use for the whole period analysed. 

 

The dynamics of the studied area was determined by the growth of the European bison 

population. The recorded GPS data reflects the position of bison herds that are led by adult females. 

No data has been collected since 2019 as the transmitters stopped working due to battery 

depletion or physical damage. However, the rangers from the administration of the Vânători Neamț 

Natural Park and the forest districts in the area have been monitoring the herds of European bisons. 

During the analyzed period, two stable herds were observed, which were only separated during the 

summer. 

The exploration area has expanded since 2019, as evidenced by incidental observations 

documented with images and videos. However, the core range in 2019 remained approximately the 

same, despite the number of European bisons increasing to over 70 in 2023. In terms of population 

density (number of individuals per 1000 hectares explored - forest and land without forest vegetation), 

a decreasing trend can be observed (Table 4). 
Table 4.  

Density of the herds of European bisons. 

Year 2014 2019 

Density (individuals/1000 ha) 
2,9 

(20 individuals/6.8 thousand ha) 

1,6  

(47 individuals/30.1 thousand ha) 

 

Bison concentration areas can also be observed using hot spot analysis, performed with the 

Getis-Ord Gi* statistical tool of ArcGis Pro 3.2.0 software that highlights hot spots and cold spots 

areas (Fig. 4). 
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Fig. 4. Spatial distribution in the area explored by the European bisons. 

 

4.2. Biotic factors. Type and structure of forest stands 

The processing of the GPS collar data showed that the European bison in the study area spent, 

on average, about 74% of the time in forested areas and the remaining about 26% of the time in areas 

without forest vegetation (Table 2). In all seasons, regarding European bisons stationing in the forest 

were observed minor percentage variations in frequency amongst seasons (Table 5). 
                                                                                                                                                                    Table 5.  

Dynamics of records (data collars) by season, forest vs. non-forest land. 

Season 
Forest 

(Data records 26686) 

Non-forest 

(Data collar records 9269) 

Spring 28% 43% 

Summer 27% 31% 

Autumn 25% 5% 

Winter 20% 21% 

Grand total 100% 100% 
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During spring and summer, European bison tend to prefer areas with meadows and pastures. 

However, in autumn and winter, they tend to stay in forested areas. This behaviour can be observed 

in regions without forest vegetation. Bison localization, amongst years, was over 80% on forested 

areas and less than 20% in non-forest areas, as shown in Table 6. 

 
                                                                                                                                                                    Table 6.  

Area explored by forest vs. non-forest European bisons by season and by each year. 

 

There is a clear preference of European bisons for mixed coniferous-beech and pure beech forests, 

which accounts for over 90% of all observations (Table 7). 

 
  Table 7.  

European bisons' preferences in regard to forest stand composition (%). 

Year / Forest species composition 
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Average 

for  

period  

2014-

2019 

Norway spruce stands (Picea abies) 0 0 0 0 0 0 

Norway spruce and (Picea abies) silver fir (Abies alba) stands 12 8 3 3 6 6 

Mixed stands (Norway spruce, silver fir and beech) 15 45 30 38 28 31 

Silver fir (Abies alba) stands 0 6 3 2 3 3 

Silver fir (Abies alba) and beech (Fagus sylvatica) stands 40 16 30 45 47 36 

Beech (Fagus sylvatica) stands  32 25 34 13 15 24 

 Total 100 100 100 100 100 100 

 

The age class distribution indicates that European bison have a higher preference for old-growth 

forests that are over 100 years old (more than 55%) as compared to younger forests. This preference 

is consistent across all seasons except winter, where the preference for such forests is relatively low. 

However, in summer and spring, younger forests that are less than 60 years old are preferred (Fig. 5). 

Upon initial observation, it is evident that European bison exhibit a strong preference for older 

forests that are over 100 years old. Conversely, forests that are between 60 and 100 years old are often 

avoided. Moreover, the European bison prefer stands with a forest canopy cover ranging between 0.4 

and 0.9, with more than 85% exhibiting a strong affinity towards such stands. The preference for such 

stands is highest during the summer months, while interest declines during the autumn and winter 

months, as demonstrated in Fig. 6. 

 

 

 

Season/year 

2014  

(2 E. bison - 1♀ 

and 1♂) 

2015  

(4 E. bison - 3♀ 

and 1♂ 

2016 (2 E. bison 

- 1♀ and 1♂) 

2017 (2 E. bison 

- 2 ♀) 

2018 (3 E. bison 

- 3 ♀) 

2019  

(1 E. bison - 

1♀) 
Forest  No forest Forest No 

forest 

Forest No 

forest 

Forest No 

forest 

Forest No 

forest 

Forest No 

forest 

Spring     10566 1846 5011 1068 10084 2436 8429 1852 1492 72 

Summer 3636 715 6982 2156 4175 1342 7271 1611 7795 1221     

Autumn 1353 427 4026 315 2972 279 2783 309 7298 578     

Winter 77 30225 4351 591 1566 100 1770 455 1434 365 332 11 

Total 5066 1153 25926 4908 13723 2789 21907 4810 24955 4016 1823 84 

% 81 19 84 16 83 17 82 18 86 14 96 4 

Total (ha) 6219 30834 16512 26718 28972 1907 
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Fig. 5. European bisons' preferences in regard to forest stand age classes and seasons (%). 

 

 

 
 

Fig. 6. European bisons' preferences in regard to canopy closure and seasons (%). 

 
 

The European bisons tend to avoid forests with a dense canopy cover, or stands that have a 

closed canopy cover which are not well represented. The forests with a canopy closure of less than 

90% and more than 100 years old are the most significant areas of interest (Fig. 1). 

4.3. Abiotic factors. Land orography 

The data collected from the collars worn by European bison has provided some interesting 

insights into their preferred altitude classes and slopes in the studied area. The analysis indicates that 

the bison tend to use areas above 600 meters, with a higher intensity in areas above 900 meters (as 

shown in Fig. 7). However, the use of different altitude classes varies depending on the season. During 

spring, the European bison are found in altitudes ranging from 600 to 900 meters, while in summer 

they are found at higher altitudes - over 700 meters. In autumn, they prefer even higher alti-tudes 

above 800 meters, and in winter, they tend to stay in lower altitudes. 
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Fig. 7. European bison's preferences on altitude classes and seasons. 

 

Large-bodied mammals tend to avoid steep slopes over 25̊, with maximum favourability ranging 

from 5 ̊to 15̊ (Fig. 8). 

 

 
 

Fig. 8. European bisons' preferences on slope classes and seasons (%) 

 

When determining the suitability of a particular area for the European bison, altitude and slope 

are taken into consideration as limiting factors. It has been observed that during the growing season, 

the European bison can navigate slopes greater than 25̊, while they tend to seek out lower slopes 

during the off-season (Fig. 8). 
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5. DISCUSSION  

The area exploited by the European bison has more than quadrupled in 5 years due to successive 

releases and the appearance of free-born calves. The increase in the territory is imposed by a large 

amount of food required for an adult European bison, about 19.5 kg of dry plant matter per day 

(Jaroszewicz et al., 2008; Schmitz et al., 2015), i.e. 30 - 45 kg fresh green mass (Perzanowski et al., 

2013; Sobczuk et al., 2016). In the Vânători-Neamț Natural Park, the territory has expanded and the 

number of the European bison has changed, leading to a change in their density which is now 

calculated at 1000 hectares. The initial density of 2.9 individuals per 1000 hectares has decreased to 

1.6 individuals per 1000 hectares in 2019. However, the population density in the "core" area covered 

by the European bisons has increased to about 2.3 individuals per 1000 hectares in 2023, with a total 

of 70 individuals observed in 30.1 thousand hectares. The park administration reports that the area 

travelled by the bison could be higher, about 95,000 hectares, based on documented incidental 

observations after the collars were out of use. The European Action Plan (Olech et al., 2022), in 

conjunction with the continental analysis of favourable areas for the European bison, associates 

continuous areas of more than 20000 ha (Kuemmerle et al., 2011), with ensuring the conditions for 

the existence of a herd of at least 50-60 animals, thus resulting in a density of 3 - 4 European 

bison/1000 ha. 

The carrying capacity of the European bison has only been determined in a few locations in 

Europe and under specific conditions. For example, in the case of the Bialowieza Forest, if the density 

of the European bison exceeds 5-6 individuals per 1000 hectares, supplementary feeding is required. 

Additionally, there were recorded declines in fertility in the European bison when densities exceeded 

this threshold (Krasińska et al., 2013). Considering the Polish experience on bison reintroduction 

program, the carrying capacity in the Carpathian Mountains has been estimated at 4 European 

bisons/1000 ha (Kuemmerle et al., 2011; Perzanowki et al., 2005). This value coincides with estimates 

made for the bison herds in Yellowstone and Wood Buffalo National Parks (Plumb et al., 2009) and 

with the suggested carrying capacity for bison in Central Europe (Krasińska et al., 2007). In the case 

of the Vânători Neamț Natural Park, the analysis of the areas used more intensively by the European 

bison, determined by the Kernell method (for the per-centage of 95%), showed that for a herd of 45 

free-ranging individuals, 160 km2 (16000 ha) returned, which represents approximately 3 European 

bisons/1000 ha, a value close to that mentioned in previous studies (Dănilă et al., 2022).   

Spatial distribution of the European bison in relation to biotic factors. The European bison is a 

herbivorous - ruminating, primary consuming, large mammal, so its daily, seasonal, and annual 

activity depends on the food resource. The European bison are not a territorial species and are 

constantly searching for food, so they have a wide range of options in selecting certain habitat types 

(Krasińska et al., 2013). The diet of the European bisons is very diverse and includes more than 170 

herbaceous and woody plants from all plant families of the European temperate wild flora 

(Jaroszewicz et al., 2008). Recent studies demonstrate the broad spectrum of herbaceous and woody 

species consumed by the European bisons (Rafał et al., 2023; Kowalczyk et al., 2019).  

According to recent studies conducted it has been shown that species belonging to the Bison 

genus can easily adapt to consuming a wide variety of plants and plant parts, whether they are in a 

green or dry state. The European bison, in particular, is known to consume herbaceous plants from 

both wild and cultivated flora, as well as the buds, leaves, lily pads, and twigs of various woody 

species. 

The Vânători Neamț Natural Park area provides an ideal environment for the growth of the 

European bison population. The data collected from GPS collars have shown that these animals are 

highly active in the forest ecosystem, accounting for about 74% of the annual activity. The European 

bison prefer certain types of forests in this area, as shown in Table 7.  

The analysis of GPS signals also revealed that bison mainly stay near the plains and prefer to 

remain within the forest, about 1 km from the lineage in spring and 2-3 km in summer. They tend to 
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stay close to the forest boundary on open ground that lacks forest vegetation, not straying more than 

1 - 2 km. This behaviour is influenced by the greater availability of food in the transition zone between 

two different ecosystems (Magurran et al., 1988). About 70% of the recorded data show their presence 

in mixed coniferous-beech forests and about 21% in pure beech stands. The frequency of stands 

consisting only of resinous species is very low, less than 9% (Table 7).  

The study also found that the bison tend to explore old-growth forests with a canopy closure of 

less than 0.9 (˃ 55%). Studies carried out by (Krasińska et al., 1987) in Białowieża Forest show similar 

behaviour of the bison in the area of Neamț. The preference for mixed stands (80%) and the same 

seasonal commuting of the European bisons to areas without forest vegetation (23%) are noted.  

The European bison's movement patterns show that the size of the areas they cover varies 

annually and seasonally. These differences can be attributed to reports from different locations, as 

well as the number and activity of transmitters used during the year and season. However, during the 

spring season, the European bison's feeding behaviour is quite apparent as they browse through larger 

areas to obtain and digest fresh food from the new growing season. (Table 6).  

The European bison have adapted to different situations depending on local biotic, abiotic, and 

anthropogenic conditions. For example, the population of the Knyszynska Forest, in the winter 

season, is cantoned only in agricultural habitat. In contrast, the population in the Bieszczady 

Mountains spends more than 90% of its time in the forest (Rafał et al., 2023). In the Bieszczady 

National Park, more than 90% of reports of free-ranging bison were recorded in areas covered with 

forest vegetation in winter and summer. In the immediate vicinity, in Poloniny National Park in 

Slovakia, amidst numerous abandoned lands, forest use is only 50% in summer and 75% in winter 

(Pčola et al., 2008). 

The European bison prefer forest-type environments, especially coniferous-hardwood and pure 

deciduous mixed forests (Pčola et al., 2008; Zikmund et al., 2021). 

This exploratory behaviour is induced by foraging ethology and food abundance (Kowalczyk, 

2019). Mixed stands of conifer and beech trees, as well as pure stands of beech, offer more food for 

the European bison compared to pure conifer stands. Older stands, which are less uniform, produce 

fruit occasionally and support a more diverse and attractive herbaceous and shrubby vegetation for 

the European bison during summer and autumn. However, in spring and summer, the European bison 

prefers the cooler micro-climate of younger forests. Generally, the European bison seeks shelter in 

the forest throughout the year and during all seasons. In the spring and summer, the European bison 

can be observed more frequently in open areas, such as meadows and pastures, with fresh and 

abundant food sources. 

 

Spatial distribution of the European bison in relation to biotic factors. 

 

Abiotic factors, directly and indirectly, influence the feeding behaviour of the European bison. 

The succession of seasons, influenced by changing diurnal temperatures, induces daily and seasonal 

foraging movements (Schmitz et al., 2015). On the other hand, altitude and slope are limiting factors 

that determine the exploration behaviour of the European bison. The altitudes most frequented by the 

European bison are 500 - 800 m (Pčola et al., 2008) with low to medium slopes (Kuemmerle et al., 

2011).  

If in the Bieszczady Mountains in the Polish Carpathians and the Eastern Carpathians (Vânători 

Neamț Natural Park) free-ranging European bison have reached their upper altitudinal limit (1200 m 

altitude), in the much higher Țarcu Mountains in the Romanian Carpathians, they have also explored 

the alpine barren zone, at altitudes higher than 2000 m (Cătănoiu et al., 2012; Dănilă et al., 2022). 

Similar behaviour is in the Caucasus region, where the European bisons descend into the wooded 

valleys in winter and seek food in the alpine meadows at more than 2000 m altitude in summer.  

It has been observed that in the Vânători Neamț Natural Park, more than 60% of the records of 

the European bison are during the autumn season and at an altitude above 900 meters. This 

observation can be confusing as the natural tendency would be for the percentage of sightings in 

autumn to decrease towards the value recorded in spring.  
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However, research conducted in Banff National Park explains that the European bison prefer to 

spend more time at higher altitudes on steeper slopes. They consistently return to higher elevations 

during each growing season because the fodder at higher altitudes is nutritionally superior and tastier 

compared to the forage at lower altitudes during summer and early fall (Banff National Park, 2023). 

Another explanation could be related to the higher number of GPS records from higher altitudes. Also, 

the absence of sheep herds and reduced anthropogenic activities in autumn may explain the movement 

of the European bison to higher elevations.  

After analyzing the correlations between various biotic and abiotic factors with the recorded 

temperatures, we did not obtain any significant results that reflect certain trends or linkages induced 

by temperature. 

6. CONCLUSIONS 

Since 2012, the Vânători Neamț Natural Park forests have been home to European bi-son. The 

herd has grown, and with it, the area explored by the bisons has increased. However, the density of 

the bison population has decreased due to the faster increase in the area of movement compared to 

the rate of herd increase. Consequently, the area surveyed by the European bisons tends to expand 

relatively slowly. The minimum density recorded in 2019 was 1.6 individuals per 1000 hectares, 

gradually increasing towards the European average optimum values of 3-4 European bisons per 1000 

hectares. 

As a large mammal, the European bison needs large spaces and constantly searches for food. 

The amount of space required for movement is determined by the food provided by forest, grassland, 

and meadow ecosystems, and less by the food quality. The slope and altitude, in correlation with the 

vegetation type, also influence the exploratory behavior of the European bisons. 

Climatic variables such as temperature and precipitation are of little importance in characterizing 

the ecological niche of the European bison because of the extent of its historical range. Factors relating 

to trophic supply and anthropogenic activity, such as vegetation type and land use, are essential. 
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ABSTRACT: 

Landslides are one of the important natural threats that often cause loss of life and property in 

Kazakhstan. One of the regions affected by landslides of different types and sizes that occur for 

different reasons in the country is the Rudny Altay Region in the east of Kazakhstan. This study deals 

with the landslide susceptibility assessment using remote sensing methods in Rudny Altai region of 

East Kazakhstan. The landslide inventory map was created based on historical information, remote 

sensing images, and field surveys. Images of 4 selected sites (Tikhaya, Berezovka, Manat and 

Chernovaya) were examined to determine potential landslide susceptibility. In combined Analytical 

Hierarchy Process method and GIS (AHP-GIS) used in this study, values are assigned to the selected 

indicators (layers) from low to high landslide susceptibility potential (1-5). Thus, to assess the potential 

of landslide processes, the following indicators were selected: calculated values of surface slope 

according to the NASADEM digital elevation model, soil density, average monthly precipitation 

OpenLandMap, and median values of the normalized difference vegetation index (NDVI). As a result, 

the data were obtained and maps of landslide susceptibility of the study areas were created. According 

to the research results, the highest coefficient of damage to the area by landslide processes is noted in 

Tikhaya, and the lowest - in Manat. On average, the coefficient of landslide damage in the Rudny Altai 

area is 0.03, which is a low indicator for this region. The results obtained with the study showed that 

about 25% of the study area had moderate to high landslide susceptibility. Accordingly, landslide 

susceptibility is high in the southwest and south of the study area, especially in mountainous areas 

where slopes are steep and in sloping areas in the south. It was revealed that the results obtained in this 

study are quite successful in determining the landslide susceptibility of the study area. The findings of 

the study can contribute in the effective management of the Rudny Altai Region. 

 

Key-words: AHP, Landslides, Susceptibility mapping, GIS, East Kazakhstan 

1. INTRODUCTION 

Landslides are one of the natural disasters that cause loss of life and property. These are mostly 

seen in sloping mountainous areas. Precipitation, heavy rainfall, slope, ground water, vegetation and 

human activities are among the factors that trigger landslides (Bayandinova et al., 2018). If the areas 

that are likely to be landslides are known in advance, the damages of this disaster can be prevented. 

In general, the forecast of the potential landslide occurrence is indicated by the landslide susceptibility 

map.  
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Information about landslide susceptibility can be presented well and clearly if it is collected 

properly and mapped correctly (Ayalew and Yamagishi, 2005; Mezughi et al., 2012). The accuracy 

of the landslide susceptibility map depends on the scale, the number and quality of the data, and the 

choice of appropriate method in analysis and modeling (Intarawichian and Dasananda 2010). 

Landslide assessment and susceptibility maps, recognized for their relative spatial predictive capacity 

of the probability of landslide occurrence, are important tools for landslide prevention and 

management (Zhu et al., 2023). 

In mapping landslide susceptibility analysis, the historical correlation between the factors 

controlling landslides and the distribution of landslides is important (Guzzetti et al. 1999). It is 

possible to map landslide susceptibility by applying several methods (Aditian et al., 2018; Chen et 

al., 2017; Dai et al., 2023; Kumar and Anbalagan, 2016). There are several scientific studies on the 

prediction, prevention and detection of landslide areas and the creation of landslide susceptibility 

maps (Zhu et al., 2023; Zhang et al., 2023; Tesfa, 2022; Shan and Ye, 1998; Senouci et al., 2021; Dai 

et al., 2023; Althuwaynee et al., 2016).  

One of the most effective and preferred qualitative methods used for landslide susceptibility 

assessment is the Analytical Hierarchy Process (AHP) method. This method is used not only for 

landslide susceptibility but also in other areas (Achour et al., 2017; Afzal et al., 2022; Strokova, 2022; 

Zhu et al., 2023; Khan et al., 2019; Intarawichian and Dasananda, 2010; Komac, 2006). AHP became 

a very useful tool in the fields of environmental science and management particularly in planning, 

decision making, and hazard mapping. Many landslide susceptibility studies were conducted using 

this tool (Mezughi et al., 2012; Moradi et al., 2012). Some experts have also tried comparing AHP 

with other popular techniques in decision making such as multiple regression approach in landslide 

hazard zonation. Likewise, Hepdeniz (2020) used frequency ratio methods in landslide susceptibility 

mapping in Isparta-Antalya, southern Turkey. Some studies used adaptive neuro-fuzzy inference 

systems (Chen, 2017) and single machine learning models (Meena et al. 2022; Ngo et al., 2021). 

Zhang (2023) and Zhu (2023) used landslide susceptibility evaluation integrating weight of evidence 

model and InSAR results (Shan and Ye,1998; Zhang et al., 2023). 

The AHP method is a very suitable approach in the analysis of landslide susceptibility because 

it includes a multi-criteria decision-making process. Looking at the literature, it is seen that many 

researchers use different versions of the AHP approach for landslide susceptibility analysis (Rosi et 

al., 2023; Xu et al., 2023). This study presents a susceptibility analysis of the Rudny Altai region in 

East Kazakhstan using GIS-based AHP method, considering the hazard and susceptibility factors. In 

East Kazakhstan, there are frequent cases of the occurrence of such dangerous processes as collapses, 

screes and landslides, which require additional research in order to prevent a threat to human life, 

damage to agriculture and infrastructure, the environment and the economy. Landslides can lead to 

fatal and destructive consequences and significant economic impacts for people living in mountainous 

areas.    

2. STUDY AREA  

The East Kazakhstan region is located in the easternmost part of Kazakhstan near the border of 

Russia and China. The study area is located in the territories of the Tikhaya, Berezovka, Chernovaya 

and Manat River basins in the Rudny Altai region of East Kazakhstan (Fig. 1 and Fig. 2). The relief 

of Rudny Altai is very diverse, both geologically and geomorphologically (Chekalin, 2002; 

Dzhanaleeva, 2020; Khasanov, 2021). The eastern parts are deeply incised by rivers and the terrain 

has become a dissected. In the east of the region, the elevation increases and the terrain becomes more 

rugged. A typical upland Kazakh steppe, where the forms of low hills and elongated ridges alternate 

with flat spaces and wide river valleys, replaces the intermontane plains. Towards the west, the 

elevation decreases, the topography becomes more flattened and plateaus occupy a large place in this 

part (Zhanabayev et al., 2023). The relief amplitude varies from 145 to 4500 meters above sea level 

(Belukha Mountain). Thus, we can presumably divide the territory of East Kazakhstan into 3 zones, 

each characterized by its own relief features.  
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Fig. 1. The territory of East Kazakhstan Province. 

 
Fig. 2. Location map of the study area. 
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These are the Irtysh plain in the northwest, a small hillock an intermediate strip, and a high-

mountainous region that closes them from the northeast, east, and southeast. including several sections 

with watersheds of 150-200 m relative height. The latter one is the subject of the study, where 

researched areas are located. 

The Gorny Altai region in the north of Central Asia is a place where natural disasters such as 

landslides, especially landslides, and stone falls are frequent (Deev et al., 2023; Buslov, 2013). The 

site varies greatly in geographical features. In the region, climate, vegetation and soil characteristics 

show distinct zones in the vertical direction. 

There are large steppe areas to the north spreading in northwest of the region and gradually 

moving towards the south-east and east into the area of high mountain ranges. The climate of the 

region is sharply continental with large daily and annual amplitudes of air temperature fluctuations. 

Winters are harsh, summers are relatively long and hot. The territory of the region receives a fairly 

good amount of precipitation, not counting its southern part. 400-600 mm of precipitation falls in the 

foothills and mountains per year, and on the western slopes of Altai mountains in some years - more 

than 1600 mm. The waters of the site are drained by the Irtysh River and its tributaries. The Rudny 

Altai region is one of the regions with the highest susceptibility to landslides in Kazakhstan due to its 

topographical, and climatic features.  

3. MATERIAL AND METHODS 

AHP is one of the decision-making methods that has a wide range of applications in many areas 

such as regional planning, land use, environmental impact assessment, and takes into account many 

criteria. AHP, introduced by Saaty (1980), is a flexible approach that can be adapted to many different 

multi-criteria decision-making problems. In recent years, it has been widely used in the generation of 

landslide prediction and landslide susceptibility maps (Saaty, 1980; Saaty, 1987; Thanh and De 

Smedt, 2011; Mezughi et al., 2012; Moradi et al., 2012). Four key areas were selected according to 

the geosystem-basin approach (Ramazanova and Dzhanaleeva, 2012). Then, within each of the sites 

of the study area, research was carried out to analyze the potential susceptibility to landslide. For this 

purpose, a model for assessing the territory of potential susceptibility to landslide has been compiled. 

A combined Analytical Hierarchy Processing method (AHP-GIS) was used in this study (Saaty, 1980; 

Saaty, 1987; Das et al., 2022). This method involves the use of different layers, which are recalculated 

by the ranking method - assigning values to selected indicators (layers) from low to high landslide 

susceptibility potential (1-5) (Arulbalaji et al., 2019; Chattaraj et al., 2021). This method was chosen 

because it is very useful in complex situations that need to be considered. This method is used as an 

alternative in the analysis of landslide susceptibility from qualitative data or judgments to quantitative 

data.  

In this study, the boundaries of river basins were taken into account in determining landslide 

areas. The boundaries were determined by the HydroBASINS method. This method includes a series 

of vectorized polygon layers that show sub-basin boundaries on a global scale (URL 1). The goal of 

this product is to provide a seamless global coverage of consistently sized and hierarchically nested 

sub-basins at different scales by a coding scheme that allows for analysis of catchment topology such 

as up- and downstream connectivity. HydroBASINS was extracted from the gridded HydroSHEDS 

core layers at 15 arc-second resolutions (URL 1; Lehner and Grill, 2013; Intarawichian and 

Dasananda, 2010). Using the Analytical Hierarchy Process (AHP) method in the Google Earth Engine 

geographic information system, actual 9 images from the Landsat-8 spacecraft were analyzed for the 

period from 2000 to 2022. 

The use of geographic information modeling methods to identify landslide susceptibility is a 

necessary condition for conducting regular observations of modern landslides. Comparison in GIS of 

the results of interpretation of space images taken in past years allows us to accurately record the 

changes that have occurred (El Jazouli, et al., 2019).  
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Based on remote sensing data using geoinformation modeling methods, a digital relief model of 

the Tikhaya, Berezovka, Chernovaya and Manat River basins and the distributions of the 

displacement amplitudes of points on the earth's surface for the period 2000-2022 were determined. 

At the same time, the degree of susceptibility to landslides and the coefficients of distribution of the 

examined areas were calculated. 

Using the method of Analytical Hierarchy Process (AHP) method in the Google Earth Engine 

geoinformation system, the research gives the results of deciphering imagery and generates maps of 

the susceptibility to landslides of the studied territories. The used methodology for assessing the 

landslide susceptibility of the studied areas is shown in the diagram (Fig. 3). The produced landslide 

susceptibility map was classified into four categories as insignificant, low, medium and high 

susceptibility. 

 

 
 

Fig. 3. Scheme of methodology for assessing susceptibility to landslides. 

 
Maps of the degree of susceptibility of the studied sites to landslide were generated using the 

Analytical Hierarchy (AHM) methodology by decoding satellite images of key sites in the Google 

Earth Engine geoinformation system. The coefficients of the areal distribution of the studied sites to 

landslide processes were determined based on images from the Landsat-8 satellite for the period from 

2000 to 2022 (Elhag and Bahrawi, 2017; Hengl, 2018; Hengl and Parente, 2022; URL 2).  

There are four data employed in this study (Table 1). They are   

(a) calculated values of the surface slope according to the NASADEM digital elevation model (URL 

4). NASADEM Merged DEM Global 1 arc second V001 [Data set]. NASA EOSDIS Land Processes 

DAAC. (URL 5)  

(b) soil density (Hengl, 2018). Soil bulk density (fine earth) 10 x kg / m-cubic at 6 standard depths 

(0, 10, 30, 60, 100 and 200 cm) at 250 m resolution (Version v02) (Hengl 2018)  

(c) the average monthly precipitation from OpenLandMap (Hengl and Parente, 2022)  

(d) the median values of the normalized difference vegetation index (NDVI) map generated from 

Landsat 8 data (Elhag and Bahrawi, 2017).   

The obtained recalculated ranked indicator values are subjected to resampling of cell size for 

convenience in further calculations. These layers were selected as the most informative and available 

for assessment within the scope of this dissertation. Based on the referenced publications, we assume 

that the most landslide-prone areas (5 out of 5 points) have high slope, low soil density, high 

precipitation, and low vegetation coverage. Calculations were performed using the Google Earth 

Engine online service. Data for basins were analyzed separately, except for the Manat and Chernovaya 

rivers, where calculations were conducted jointly due to their proximity to each other.  
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The data for the basins were analyzed separately, except for the Manat and Chernovaya, where 

the calculations were carried out jointly due to their adjacency to each other.  

 

Table 1.  

List of source data selected after AHP-GIS method application. 

 

4. RESULTS AND DISCUSSIONS 

Spatial analysis was applied to obtain a landslide susceptibility map of the study area. Applying 

this function, each variable must have the weight of influence on the occurrence of certain phenomena 

and the attribute data of each variable divided into value classes. The influence weights of variables 

were calculated using Analytical Hierarchy Process (AHP) method. The coefficient of the area 

affected by landslide processes ranges from 0 to 1, with 0-0.15 indicating low impact, 0.15-0.5 

indicating medium impact, and 0.5-1 indicating high affected area. The largest coefficient of areal 

effect by landslide processes is in the Tikhaya, the smallest is in the Manat and Chernovaya. On 

average, the coefficient of landslide damage in the Rudny Altai territory is 0.03, which is the average 

for small, local territories, such as the studied areas. 

For ranking, the maximum and minimum values of the basins of the selected indicators of the 

study area were obtained in accordance with Table 2. This table shows that generally, the slope 

steepness values are similar for all 4 sections, which corresponds to the characteristics of the relief 

with a high degree of dissection. In the basin of the Tikhaya River, zones with a high degree of 

susceptibility to landslide are located in the southeastern part. This area is located in the Gromotukha 

River basin (left tributary of the Tikhaya River).  The area north of the city of Ridder, which has a 

high degree of susceptibility to landslides, is located in the Tikhaya River basin. 

Zones with a moderate degree of susceptibility to landslide are found on the left slope of Tikhaya 

River valley, which has a more mountainous terrain and is significantly higher than the right slopes. 

In the Berezovka, zones with a moderate degree of susceptibility to landslide are located in the 

mountainous areas in the central and western parts of the basin. In the northern part of the basin, 

where the degree of susceptibility to landslide is moderate. In the Manat and Chernovaya, zones with 

a moderate degree of susceptibility to landslide are also located in the mountainous areas in the 

eastern, southwestern and central parts of the basin.  

In order to determine the coefficient of spatial damage of the studied areas to landslide processes, 

we use the method of Sheko and Lehatinov (1974) according to the following formula: 

 

                                            Кр =
fp,

F
                                                                      (1) 

 
where:     Кр – coefficient of areal damage; 

fp – the area affected by landslides; 

F – the area of the studied site. 

Index Source Cell size, m Period 

Pool boundaries HydroBASINS vector layer 2000 

Surface slope (%) NASADEM thirty 2000 

Soil density (kg/cubic m) OpenLandMap 250 2018 

Precipitation (mm) OpenLandMap 1000 2007-2019 

NDVI Landsat -8 thirty 2013-2022 
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Table 2.  

Values selected after ranking. 

Location 
Surface slope 

(%) 

Slope 

steepness 

degree 

Soil density 

(kg/m3) 

Precipitation 

(mm) 
NDVI 

Ranking 

coefficient 

(score) 

Tikhaya  

11.1 10 162.0 499.0 0.9 1 

22.2 20 143.4 548.0 0.7 2 

33.3 30 124.8 597.0 0.5 3 

44.4 40 106.2 646.0 0.4 4 

55.5 50 87.6 695.0 0.2 5 

Berezovka   

11.2 10 143.0 413.0 0.9 1 

22.4 20 133.2 446.0 0.7 2 

33.7 30.3 123.4 479.0 0.5 3 

44.9 40.4 113.6 512.0 0.4 4 

56.1 50.5 103.8 545.0 0.2 5 

Manat and 

Chernovaya   

10.6 9.5 143.0 404.2 0.9 1 

21.2 19 135.6 428.4 0.7 2 

31.9 28.7 128.2 452.6 0.5 3 

42.5 38.2 120.8 476.8 0.4 4 

53.1 47.8 113.4 501.0 0.2 5 

 
The coefficient of areal damage to landslide varies from 0 to 1, where 0-0.15 is low damage, 

0.15-0.5 is medium damage, and 0.5-1 is high damage. In the study, the areas of the obtained raster 

files were calculated for each area studied, as well as 5-high and 4-moderate landslide-prone areas 

according to Table 3. 

 
Table 3.  

Areas of sites prone to landslides (sq. km). 

The degree of susceptibility to 

landslides 
Tikhaya  Berezovka  

Manat and 

Chernovaya  

F 838.0 1200.0 818.1 

fp with degree 5 1.0 0.2 0.1 

fp with degree 4 35.0 28.2 17.3 

Total fp 36.0 28.4 17.4 

OVERALL Кр 0.043 0.024 0.021 
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When susceptibility classes are examined, it was seen that the highest rate of area damage caused 

by landslides is in Tikhaya, and the lowest rate is in the Manat and Chernovaya (Table 4). On average, 

the coefficient of landslide damage to the territory of Rudny Altai is 0.03, which is a low indicator 

for this region.  

The areas and rates of the landslide susceptibility classes are given in Table 4. 

 
Table 4.  

Area of susceptibility classes and area percentage. 

Classes  Tikhaya 

Area % 

Berezovka 

Area % 

Manat and Chernovaya 

Area % 

High 0.1 0.02 0.01 

Moderate   4.18 2.35 2.19 

Medium 53.88 65.6 39.5 

Low 28.28 28.13 48.3 

Insignificant 13.56 3.9 10 

Total 100.00 100.00 100.00 

 

Based on this method, we generated maps of the degree of susceptibility to landslide processes 

of the studied sites, as well as to determine the coefficients of their involvement in landslide processes. 

As can be seen from the Fig. 4, in the Tikhaya, the areas with the highest degree of steepness of slopes 

are located in its eastern part and correspond to the maximum values. In the case of the Berezovka, 

they are in the western part of the basin. In the Manat and Chernovaya, they are located mainly in the 

central, eastern, and southeastern parts. 

 

 
 

Fig. 4. The degree of steepness of the slopes (Source: Author, created in the Google Earth Engine); The 

numbers on the map indicate: 1 - Tikhaya, 2 - Berezovka, 3 - Manat, 4 - Chernovaya. 

The highest soil density is observed in Tikhaya and the lowest in Berezovka (Table 3 and Fig. 

5). In Berezovka, more than 50% of the soils are loose in nature. Moderate soil density is observed in 

most of Manat and Chernovaya. 
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Fig. 5. Degree of soil density (source: Author, created in the Google Earth Engine). The numbers on the map 

indicate: 1 - Tikhaya, 2 - Berezovka, 3 - Manat, 4 – Chernovaya. 

As can be seen from Table 3, areas with the maximum amount of precipitation were recorded 

in the Tikhaya, the average amount in the Berezovka, and the lowest in the Manat and Chernovaya, 

which is also seen in Fig. 6. A pattern can be traced in accordance with the largest amount and high 

degree of long-term median monthly precipitation in cases with all the considered basins here. 

 

 
Fig. 6. Amount of precipitation degree. (Source: Author, created in the Google Earth Engine). The numbers on 

the map indicate: 1 - Tikhaya, 2 - Berezovka, 3 - Manat, 4 – Chernovaya. 

 

Areas with above-average rainfall prevail in Tikhaya and Berezovka, while low rainfall prevails 

in Manat and Chernovaya. At the same time, areas with the maximum amount of precipitation are in 

the form of islands in certain areas. According to Table 3, vegetation (NDVI) has a similar range of 

values from 0.2 to 0.9. The densest vegetation occurs in Tikhaya. In Berezovka, vegetation has an 

average value (Fig. 7). 
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Fig. 7. NDVI grade (source: Author, created in the Google Earth Engine). The numbers on the map indicate: 1 

- Tikhaya, 2 - Berezovka, 3 - Manat, 4 – Chernovaya. 

 

In the Manat and Chernovaya, about half of the territory has an average vegetation index. There 

are also open areas with minimal vegetation, which are likely to be actively affected by human 

activities. These sites correspond to the location of open-pit mining areas.  

Considering the results obtained, the potential susceptibility of the studied areas to landslides 

was calculated and mapped. As a result, maps of the degree of susceptibility of the Tikhaya, 

Berezovka, Manat and Chernovaya regions to landslide processes were created. (Fig. 8).  

  

 
 
Fig. 8. Map of susceptibility classes (source: Author, created in the Google Earth Engine). The numbers on the 

map indicate: 1 - Tikhaya, 2 - Berezovka, 3 - Manat, 4 – Chernovaya. 
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Looking at the data obtained, it is understood that the area most susceptible to landslides (5 

points out of 5) have high slope steepness, low soil density, high amount of rainfall and low 

vegetation. We can see that the areas with the highest and moderate degrees of susceptibility to 

landslide generally correspond to areas with a low vegetation index, looser soils with the greatest 

amount of precipitation and a high degree of slope steepness located mainly in the areas of upper parts 

of watersheds.  

In the Tikhaya, zones with a high degree of susceptibility to landslide are located in its 

southeastern part - the Gromotukha River basin (the left tributary of the Tikhaya River), where the 

Ridder–Sokolny and Obruchev mines are located. The high susceptibility to landslides in the upper 

basins of the rivers is related to the high slope steepness, the low vegetation cover and the mining 

activities (Table 5). 

 
Table 5.  

List of initial data selected after ranking. 

Index Source Cell size, m Period 

Basin boundaries HydroBASINS Vector layer 2000 

Surface slope (%) NASADEM 30 2000 

Soil density (kg/m3) OpenLandMap 250 2018 

Precipitation (mm) OpenLandMap 1000 2000-2022 

NDVI Landsat-8 30 2000-2022 

 
The resulting layers after recalculation were summarized using the weighted overlay method, 

which is the sum of the recalculated values of four selected layers. Weighting factors were assigned 

for each of the layers used in the following order: 35% for the slope of the surface, 30% for soil 

density, 20% for precipitation, and 15% for vegetation cover according to equation (Intarawichian 

and Dasananda, 2010). 

 

𝐿𝑆𝐼𝑏 = ∑ (𝑊𝑖 × 𝑅𝑖)4
𝑖=1       (2) 

where: 

         𝐿𝑆𝐼𝑏   is the desired index of landslide susceptibility of 𝑅𝑖 pixel in basin 𝑏,  

          𝑊𝑖 is the weight coefficient, and factor weight for factor 𝑖 (four factors in this study), obtained  

               using the AHP-GIS method. 

The values of the weight coefficients of the factors were equated: 0.35 (surface slope), 0.3 (soil 

density), 0.2 (precipitation), and 0.15 (NDVI). Thus, the values of each of the four indicators for each 

pixel were multiplied by weights and then summed, obtaining raster layers of landslide susceptibility 

for each section of the study area.  

The final step of the calculation involves re-ranking the obtained landslide susceptibility values 

to obtain a landslide susceptibility map. The landslide susceptibility mapping produced using AHP 

methods, which are classified into insignificant, low, medium, moderate and high susceptible zones, 

is closely related to historical landslide information. 
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5. CONCLUSIONS 

 

Landslide susceptibility map is prepared using the Analytical Hierarchical Process (AHP) for 

the Rudny Altai region in eastern Kazakhstan. Five landslide causative factors were analyzed to 

produce the susceptibility map of the area. The three major influencing factors to induce landslide in 

the Rudny Altai district are: Surface slope (%), Soil density %, Precipitation (mm)%, NDVI %. 

Landslides are disasters that cause significant environmental and social problems, especially in 

mountainous areas. They occur as a result of the combination and interaction of several complex 

factors such as topography, soil, precipitation and plant cover. 

The main objective of this study was to evaluate landslide susceptibility and prepare map in the 

eastern Kazakhstan area. In this study, literature review, field research and preparation of causal factor 

maps were applied, respectively. Landslide susceptibility maps prepared from AHP were classified 

as insignificant, low, medium, moderate and high susceptibility.  

The resulting recalculated ranked values of the indicators are subject to resampling the size of 

the cells for convenience in further calculations. These layers are selected as the most informative and 

accessible for evaluation within the framework of this research. Based on these publications, we 

assumed that the areas most prone to landslides (5 points out of 5) have a high slope steepness, low 

soil density, a high amount of precipitation, and little vegetation cover. The calculations were made 

using the Google Earth Engine2 online service. The data for the basins were analyzed separately, 

except for the Manat and Chernovaya, where the calculations were carried out jointly due to their 

adjacency to each other. 

Maps of the distribution of values of displacement amplitudes (in mm) of points on the Earth's 

surface for the period 2000-2022 and the degree of susceptibility to landslide of the studied sites are 

constructed. On average, the coefficient of landslide damage to the territories of the studied sites is 

0.03, which is a low degree of damage. Although they occur in sparsely populated areas, landslides 

still cause great damage to the national economy by disabling roads, irrigation systems for farmland, 

and drainage, complicating logging and fieldwork. The obtained results of conducted research suggest 

that on seismically active territories, there are constant shifts in the Earth's surface. When combined 

with geosystem indicators such as climate, vegetation cover, and surface slope, these shifts activate 

landslide processes.  

Landslides can result in the loss of life and injury to people in hazard zones, destruction of 

agricultural lands and crops, and potentially even harming animals in the study area. They can damage 

roads, bridges, buildings, and equipment, and undermine infrastructure, leading to water resource 

pollution and soil erosion. Only continuous observation and monitoring of landslide processes will 

allow for their early detection and implementation of necessary measures to prevent the listed risks. 

Furthermore, landslides can lead to significant economic losses  

Landslides cause losses in many places and it is important to identify them in advance to avoid 

their damages. Landslide susceptibility assessments to be prepared for this purpose have an important 

function for this purpose. Scientists proposed several methods and models for GIS-based AHP 

assessment of landslide susceptibility. However, there are few studies on landslide susceptibility 

assessment for East Kazakhstan. In this paper, the landslide susceptibility mapping of the AHP model 

using GIS is analyzed.  

The results of this study are consistent with the results of landslide susceptibility mapping studies 

conducted in other areas. Since we conducted the study in a specific area, the results for the whole 

area will only be available after future studies and can be used as a general data. The findings provide 

useful information for the prevention and mitigation of landslide risk in the study area. As a result, 

risk analysis methods should definitely be used to prevent losses caused by landslides. 
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ABSTRACT.  

The majority of fatalities in an earthquake are those caused by collapsing buildings. The ability of the 

land to endure seismic activity, Seismic Land Capability (SLc), has a significant impact on this 

catastrophe. Therefore, the primary objective of this research is to create a comprehensive framework 

for SLc and its impact on the vulnerability of built-up areas (BV). This objective aligns with the 

Indonesian government's initiative to promote earthquake-resistant housing in regions susceptible to 

seismic threats. The selection of Sukabumi District in West Java, Indonesia, a region renowned for its 

high seismic activity, as the primary focus of this study, highlights its significance. Distinctively, this 

research transcends conventional analyses of earthquake vulnerability by incorporating a diverse array 

of factors that contribute to land instability and the potential for residential area collapse. It employs a 

sophisticated spatial model, evaluated through the application of a weighted score method and multi-

criteria analysis within a Geographic Information System (GIS) framework. The findings reveal that 

the majority of communities reside within zones of moderate vulnerability, characterized by an 

unstable to moderate SLc level. The validation of the spatial model, conducted through an empirical 

validation method, demonstrated a high degree of accuracy, with a score of 0.87 according to Guilford 

scale. Crucially, the study identifies a multitude of parameters as pivotal in the construction of an 

effective SLc and BV spatial model. These parameters include seismic history, soil type, and the 

structural and geological features of the land, as well as the slope/topography, the land use of built-up 

areas, and socio-economic data such as types of buildings and the readiness of disaster infrastructure. 

Through its comprehensive analysis, this research furnishes essential insights for augmenting disaster 

preparedness and informing efforts to build earthquake-resistant housing, thereby significantly 

contributing to the mitigation of earthquake-related risks and enhancing the safety and resilience of 

vulnerable communities 

Key-words: Spatial analysis, Earthquake, Earthquake resistant houses, GIS, Seismic Land Capability 

1. INTRODUCTION 

Indonesia is situated in the Pacific Ring of Fire, an area with intense tectonic activity that makes 

it one of the most seismically active regions on Earth. However, many buildings and infrastructure in 

Indonesia have not been designed with adequate earthquake resistance standards. This increases the 

risk of building damage during an earthquake, thereby compromising population safety. As Markušic 

et al. (2020) stated, the majority of the casualties in an earthquake have been revealed to be fatalities 

due to building collapse. This means that settlements, either in rural or urban areas, are prone to 

disaster when an earthquake strikes.  
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As part of the disaster mitigation efforts, the Indonesian government is initiating the construction 

of earthquake-resistant buildings in seismic-prone areas. To properly address this issue, it is essential 

to evaluate the land capability conditions of the area. Because, the physical characteristics of rocks 

and the arrangement of rock strata can act as an excellent medium for seismic wave transmission, 

causing the building above to quake (Pratt et al. 2017; Sekac et al.2016). Similarly, the type and 

structure of the soil can have an effect on ground shaking during an earthquake (Fu et al. 2021; Liu 

et al. 2020). The condition of land that is capable of transmitting an earthquake wave is classified as 

unstable. As a result, land capability in the presence of earthquakes is a critical problem that should 

be investigated further in order to avoid casualties.  

Investigations concerning Seismic Land Capability (SLc) have been undertaken in the city of 

Palu (Erwindy et al., 2021). In the context of spatial assessment of land stability, a rudimentary 

overlay technique is employed, contingent upon variables such as geological characteristics, 

geological hazards, land use, and hydrology (Erwindy et al., 2021). The Ministry of Public Works 

(2007) has additionally promulgated directives concerning the seismic land capability matrix. This 

framework encompasses several factors, including geological parameters, Ground Peak Acceleration 

(GPA), and fault lines. However, geological parameters, such as rock type is not a single factor 

affecting the level of lands capability to withstand earthquake shakings that may have a destructive 

effect on life above it. Other factors, such as soils (Liu et al. 2020; Taghizadeh 2021; Munirwansyah 

et al. 2019), land use (Barua et al. 2020) and slope (Kahandawa et al. 2018) may be used to determine 

the extent of the capability of the land to withstand the shakings and transmit seismic waves. The 

integration of rock and soil traits is crucial in ascertaining their resilience against seismic activities; 

hence, incorporating this aspect into the research is indispensable. Therefore, the objective of this 

study was to develop a comprehensive framework for Seismic Land Capability (SLc) and its impact 

on Built-up Area Vulnerability (BV) based on a spatial model, which is expected to facilitate the 

implementation of corrective measures, improve disaster preparedness, and encourage the 

development of earthquake-resistant housing. The components consist of seismicity, including peak 

ground acceleration (PGA), geological and soil characteristics, geological structure, slope and land 

use. The methodology for spatial analysis has been enhanced through the formulation of a model that 

originates from the Analytical Hierarchy Process (AHP) analysis. For the case study, the district of 

Sukabumi in West Java Province, Indonesia, was selected due to its pronounced vulnerability to 

seismic disasters. 

2. STUDY AREA  

The issues of SLc and (BV) hold particular importance for the Sukabumi District in West Java 

(Fig.1).  This district is situated above the Benioff subduction zone between the Indo-Australian and 

Eurasian plates, rendering it an active seismic zone vulnerable to ongoing earthquake hazards (Saputra 

et al, 2018; Simanjorang et al, 2020; Wallansha, 2020). Latuconsina et al. (2019) revealed that there 

are two earthquake sources in Sukabumi, namely the southern West Java Megathrust and several 

onshore faults, including the Cimandiri and Citarik faults that run through its center (Abidin et al, 

2009) (see Fig. 2).  

 

Fig. 1. The Study area Sukabumi District, West Java, Indonesia (Gunkarta, 2021; Mandamaruta, 2017). 
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        (a) 

 
         (b) 

Fig. 2. (a) Threat of megathrust in Sukabumi along with the Cimandiri active fault. Insert Benioff and 

megathrust along the Java Island (Erlangga, 2020); (b) Historic of Sukabumi’s earthquakes with a magnitude of 

5 to 9 in the Benioff zone and Sunda Megathrust area from 1923 to 2023. Insert occurrences of earthquakes with 

a magnitude of 5 to 9 in Indonesia (1923 - 2023) (USGS, 2023). 

Over the last two decades, these faults have been sites of numerous shallow earthquakes (Safitri 

et al., 2018). At least 14 destructive earthquakes have occurred in the area. Notable earthquakes 

occurred on March 14, 2020, resulting in damage to 202 homes and the displacement of 173 

individuals (Idhom, 2020). The last devastating earthquake occurred on December 14, 2023, leading 

to the complete destruction of 61 residential buildings (BMKG, 2023). Fig. 2-b illustrates the 

magnitude of the earthquakes that transpired within the Benioff zone and megathrust in the Sukabumi 

region. This depiction elucidates the potential hazards confronted by the communities in this area. 
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3. DATA AND METHODS 

In this study, the assumption of SLc in the context of earthquakes refers to the capacity of a land 

area or region to withstand or respond to seismic activities.  

The added value of this research beyond previous analyses lies in developing a formulation based 

on the Analytic Hierarchy Process (AHP) and augmenting the formula by incorporating influential 

parameters, such as soil and land use, particularly for built-up areas. So, various factors such as  

seismic history indicating a region's vulnerability to earthquake occurrences, geological structures 

signaling the presence of active faults, soil types and geological characteristics influencing the 

intensity of seismic vibrations at the earth's surface during an earthquake, slope attributes that play a 

role in systemic disaster outcomes, and variables such as land use such as built-up area and its density 

that contribute to the understanding that densely populated and extensively urbanized areas are more 

prone to significant casualties in the event of an earthquake and type of the houses and disasters 

infrastructures that contributes to the fatalities of the earthquake event were analyzed in this study.  

3.1. Data 

The necessary data, focusing on the study area of Sukabumi District, includes the following:  

(1) Spatial data points pertaining to earthquakes spanning a hundreds-year interval were obtained 

from sources USGS Earthquake Data (Earthquake Hazard Program 2023). The points were subject 

to interpolation analysis to ascertain the spatial distribution of earthquake occurrences as 

polygons, measured on the twelve-scale of Modified Mercalli Intensity (MMI). Subsequently, the 

accuracy of these data was validated against the reference map provided by Supartoyo et al. 

(2013); 

(2) Secondary data on Peak Ground Acceleration (PGA) were obtained from a study by Sunardi et al. 

(2012), presented as polygons at a 1:50,000 scale. The data are categorized into four classes: 

<0.05, 0.05-0.15, 0.15-0.30, and >0.30. 

(3) Secondary data pertaining to the Sukabumi fault were obtained from Kabupaten Sukabumi 

(2020c), depicted at a scale of 1:50,000. Buffer analysis was utilized to categorize the vulnerability 

zones into three polygon classes: within the fault zone, within 100 meters of the zone, and beyond 

100 meters of the zone. 

(4) Secondary data related to the Sukabumi Geological map were sourced from the study conducted 

by Padmanegara (1990). These data were subsequently analyzed in conjunction with the soil map 

as per Table 1 and then categorized into five polygon classes; 

(5) Secondary data of the soil at a scale of 1:50,000, were obtained from Kabupaten Sukabumi 

(2020b). These data were subsequently analyzed in conjunction with the geologic map as per 

Table 1 and then categorized into five polygon classes; 

(6) The Digital Elevation Model (DEM) was analyzed at a scale of 1:50,000, sourced from 

(https://tides.big.go.id/DEMNAS, 2020). 

(7) Data pertaining to built-up area and land use were extracted from the Rupabumi (topography) 

maps at a scale of 1:25,000 (Kabupaten Sukabumi 2020a) and subsequently generalized to a scale 

of 1:50,000. 

All of these data were in polygon spatial data base format. 

(8) Field data on Sukabumi District were collected for observation and data validation purposes. 

3.2. Methods  

The procedural phases of the SLc spatial model for analyzing vulnerability in built-up areas are 

illustrated in Fig. 3 and can be described as follows: 
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3.2.1. Spatial data preparation 

       a. Earthquake-prone zones assessment 

Seismic zones were analyzed based on secondary data derived from USGS earthquake data (1923 

– 2023) and classified the areas into 12 vulnerability zones based on the Modified Mercalli Intensity 

(MMI) scale (Novikova & Trifunac, 1993). The scale is categorized as I-III= very weak, IV–V= weak, 

VI–VII= moderate, VIII= strong, and IX-XII = very strong to extreme. PGA was classified into five 

classes according to MMI: <0.05g, 0.05-0.15g, 0.15-0.30g, >0,30g (The Ministry of Public work 

Affair, 2007).  The geological structure's classification was based on proximity to an active fault, with 

areas closer to the fault zone being more earthquake-prone. Spatial buffer analysis identified 

susceptibility zones in (Kabupaten Sukabumi, 2020c) categorizing them as highly susceptible within 

the fault zone, vulnerable within 100–1,000 m, and moderately to lowly susceptible beyond 1,000 m 

(Gupta & Trifunac, 2018; Nejad et al, 2021; The Ministry of Public Work Affairs, 2007). 

 

       b. Geological instability categorization and slope analysis 

Geological instability categorization was assessed by examining the rock composition, rock 

characteristics, and soil type based on its resistance to earthquakes and the speed of seismic waves, 

represented by Vs30, using the Sukabumi geologic map (Padmanegara, 1990) and Sukabumi soil map 

(Kabupaten Sukabumi, 2020b). Vs30 is an effective indicator of soil stiffness and strength 

characteristics, and is considered one of the elements affecting the speed of seismic wave propagation 

through the physical properties of rocks (Amri et al, 2020).  To identify rocks related to Vs30, we 

modified the National Earthquake Hazards Reduction Program (NEHRP) method (Holzer et al, 2005), 

as summarized in Table 1.  

A slope map was analyzed using DEM raster data (DEMNAS, 2021). The categories are modified 

from the U.S. Department of Agriculture’s (USDA’s) soil gradient classification: 0–3%, 3–8%, 8–

15%, 15–30%, 30–45%, and >45%. 
 

Table 1. Classification of rock types modified from the NEHRP based on Vs30. 

Site Condition Rock Class Rock/Soil 

Characteristic 

Vs30 

(m/s) 

Earthquake-resistance 

SC I A Hard Rock >1.500  Very High 

SC II B Rock 760-1.500 High 

SC III C Very Dense Soil and Soft Rock 360-760 Medium 

SC IV D Stiff Soil 180-360 low 

SC V E Soft Soil <180 Very low 

3.2.2. Field Data 

To verify ground truth, field observations were conducted in carefully chosen villages, 

particularly those recently affected by an earthquake, using a purposive sampling strategy (Fig. 4). 

Data collection encompassed interviews and direct observations. Fifty local residents were 

interviewed to obtain detailed insights into the earthquakes’ occurrence, its magnitude, and the 

resulting damage. Field observations also assessed local building conditions, geological and 

geomorphological characteristics, soil properties, topography, and rural living conditions. 

3.2.3. Analysis of SLc and Settlement vulnerability 

a. Seismic Land Susceptibility (SLc) 

The SLc spatial analysis employed the Weighted Score Method (WSM) derived from the 

Analytic Hierarchy Process (AHP), utilizing the aforementioned spatial data (Fig. 5): 
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Fig.4. Ground-truth and fieldwork sampling. 

 
Fig. 5. The steps of WSM based on AHP for SLc analysis. 
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The SLc was classified into five categories: stable, slightly unstable, moderately unstable, 

unstable, and highly unstable. The WSM was used for spatial analysis and its formula is as follows:   

 

 SLcsi
= ∑ (w1,ns1,n

n
1 )                                              (1) 

 

     SLcsI,m
= ∑ 1.029 (s1

j
) +0.279 (s2

j
) +0.095 (s3

j
) +0.08 (sn

j
)    (2) 

 

where:  

𝑆𝑙𝑐𝑠𝑖,𝑚 is the land instability for classes i–m,  

s is the score for classes 1–j,  

n is the number of parameters (Table 2).  

The classification interval was computed using the median value between two adjacent 

categories. While the median values of 𝑆𝐿𝑐𝑠1 and 𝑆𝐿𝑐𝑠2 are 𝑚𝑒𝑑1, the median values of 𝑆𝐿𝑐𝑠2  and 

𝑆𝐿𝑐𝑠3  are  𝑚𝑒𝑑2,…. 𝑚𝑒𝑑𝑛. Therefore, the interval value of the 𝑆𝐿𝑐𝑖  classes can be determined as 

𝑆𝐿𝑐𝑠1 > 𝑚𝑒𝑑1; 𝑆𝐿𝑐𝑠2 is 𝑚𝑒𝑑1 - 𝑚𝑒𝑑2 and 𝑆𝐿𝑐𝑠𝑛 is 𝑚𝑒𝑑𝑛−1 - 𝑚𝑒𝑑𝑛. Then, SLc the overlaid with the 

density and settlement distribution to indicate community vulnerability. 
 

Table 2. SLc Matrix. 

No Parameters  Categories Value Weight Score 

1 Seismicity 

Modified Mercalli Intensity PGA 

(MMI) (∝ (g)) 

I, II, III <0.05 

1.029 

1 

IV, V <0.05  2 

VI, VII 0.05-0.15 3 

VIII 0.15-0.30 4 

IX, X, XI, XII >0.30 5 

2 Geologic structure 

Far/ outside fault zone 

0,279 

1 

close the fault zone (100 - 1000 m) 2 

nearby to fault zone (0 -100m) 5 

3 
Geological characteristics based on 

NHERP 

stiff soil, consolidated 

0.095 

1 

rocks, consolidated 2 

very dense soil and soft rock 3 

very dense soil and soft rock,  4 

Soft soil, unconsolidated 5 

4 Slope 

 0-3% 

0.008 

1 

3-8% 1 

8-15% 2 

15-30% 3 

30-45% 4 

>45% 5 

 

b. Built-up Area (BV) analysis 

A BV analysis was performed to evaluate the susceptibility of these locations to SLc. This was 

accomplished by extracting data from built-up areas in Sukabumi topographic maps at a scale of 

1:25,000 (Kabupaten Sukabumi, 2020c). The analysis then focused on the proportion of land covered 

by settlements and their distribution across the smallest administrative units, specifically villages, 

relative to the villages' total area (Table 3). 
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Table 3. Village classification based on ratio percentage of settlement area versus village area. 

No Classes Built-up’ density Categories 

1 Class 1 0-10% very sparse settlements 

2 Class 2 10-20% sparse settlements 

3 Class 3 20-30% partially dense 

4 Class 4 30-40% moderately dense 

5 Class 5 >40% dense village/ urban 

Ancillaries were gathered from sub-districts in the study area to determine the prevalent types of 

houses, such as permanent, semi-permanent, and traditional wooden houses (Fig. 6).  

 
Fig. 6. The type of the houses in the area, nearly all of the permanent houses in the area do not meet the 

standard for earthquake resistance. 

It is hypothesized that densely populated areas with mostly non-earthquake-resistant buildings 

are likely to have a lower land capacity. By contrast, while sparsely populated areas may have a lower 

risk of widespread damage, the impact of disasters can be severe because of limited access to 

resources and emergency services. 

Following ancillary data collection, a database was developed for each administrative unit, 

encompassing details on common building types and disaster infrastructure. This facilitated the 

assessment of BV to SLc through spatial analysis using three parameters: SLc, built-up area density, 

housing types, and disaster facilities. Each factor was assigned equal weight and score, as expressed 

by the following formula:  

𝑏𝑙𝑖 = 4(𝑤𝑙𝑠𝑖𝑠𝑙𝑠𝑖) + 4(𝑤𝑏𝑖𝑠𝑏𝑖) + 4(𝑤𝑐𝑖𝑠𝑐𝑖)                                                                                        (3) 

where: 

 𝑏𝑙𝑖𝑖
 is the settlement for class i, 

 𝑤𝑙𝑠𝑖 is the weighted factor of parameter l for class i 

 𝑠𝑙𝑠𝑖 is the score of parameter l for class i, 

 𝑤𝑏𝑖  is the weighted factor of parameter b for class i,  

 𝑠𝑙𝑠𝑖  is the score of parameter b for class i, 

 𝑤𝑐𝑖 is the weighted factor of parameter c for class i,  

 𝑠𝑐𝑖  is the score of parameter c for class i. 

The classification of settlement vulnerability to SLc was categorized into five levels: 

invulnerable, slightly vulnerable, moderately vulnerable, vulnerable, and very vulnerable. 
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3.2.4. Validation  

This study used the empirical validation method to validate the research findings for the BV 

model and SLc factors. Validation was accomplished by comparing the results of the BV spatial 

model to the ground check/field data. If the instruments’ criteria for the spatial model match the 

reality in the field, then the instrument has a high degree of validity (Sutrisno et al., 2019), and 

the equation; 

𝑖𝑓(𝑥, 𝑦)1 = (𝑥, 𝑦)𝑛, 𝑡ℎ𝑒𝑛 (𝑥, 𝑦)1 𝑖𝑠 𝑡𝑟𝑢𝑒                                                         (4) 

 

𝑖𝑓 (𝑥, 𝑦)1 ≠ (𝑥, 𝑦)𝑛, 𝑡ℎ𝑒𝑛 (𝑥, 𝑦)1 𝑖𝑠 𝑓𝑎𝑙𝑠𝑒                                                      (5) 

 

where: (𝑥, 𝑦)𝑡   is the BV model criteria and (𝑥, 𝑦)𝑛 is reference field data.  

 

The total validation 𝑉𝑣𝑒𝑣  is 

 

𝐵𝑉 =  
(𝑡𝑡 − 𝑡𝑛)

𝑡𝑡
⁄                                                                                               (6) 

 

where: 𝑡𝑡 is the total value and 𝑡𝑛  is the false values total. 
 

Expanding on the methodological frameworks set in this sections, subsequent subchapters 

present our key findings, demonstrating how the methodologies employed directly to obtain SLc 

and BV spatial model and validate the results. 
 

3. RESULT AND DISCUSSION 

3.1. Results  

By leveraging data obtained from the analysis of parameters pertaining to earthquake-prone zones 

(refer to Fig. 7) and geological instability categorization along with slope analysis (see Fig. 8), 

insights into land stability (SLc) were acquired, as depicted in Fig. 9. 

 
 

(a) (b) 

Fig. 7. The earthquake-prone zones (a), the categorization is I-III= very low, IV–V= low, VI–VII= moderate, 

VIII= high, and IX-XII = very high (b) and faults zone categorizations. 
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(a) 

(b) 

 

Fig. 8. The geologic instability, represent by the characteristic of rock composition and soil type to withstand 

earthquake (a). It categorized from very low to very high instability; and the slope categorization (b). 
 

The SLc spatial analysis revealed that the majority of the Sukabumi area was controlled by an 

unstable to moderate level to withstand seismicity (Fig. 9). Meanwhile, the highly unstable land was 

concentrated in the vicinity of the Cimandiri and Citarik Faults (Fig. 9).  This is because the rock 

types along the fault zones include alluvium and coastal deposits, Cianglar Beach sediment, and 

young terrace deposits, which provide the area with the lowest capacity to endure earthquake shaking.  

In the case of moderate and unstable zone categories, which typically comprise soft alluvial soil 

and soft terrestrial soil, the MMI falls within the range of VI to VIII, denoting earthquake shaking 

that is very strong to moderate in intensity (Table 4). 
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Fig. 9. The land susceptibility, indicated by the level of stability to withstand the earthquake tremors. 

 

  

Table. 4. Description of SLc’s Categories. 

Instability Classes Description of SLc classes 

Stable 

Stiff soil; majority formed by tertiary deposits such as coarse polymict, breccia, old 

lava deposits; consolidated rock type; not-resistant to earthquake, <IV MMI; distant 

from faults; PGA < 0,04g; no earthquake shaking and potential damage; flat to slightly 

flat slope 

Slightly unstable 

Stiff soil; generally formed by tertiary deposits such as coarse polymict, breccia, lava, 

Limestone, sandstone, claystone; generally consolidated rock types; moderately 

resistance to earthquake; MMI V; distant from faults; flat to undulating area, PGA > 

0,04g; very light to light shaking; no potential damage; flat to moderately steep slope 

Moderately unstable 

Partly consist soft alluvial soil and soft terrestrial soil; generally formed by tertiary 

and quaternary deposit such as medium sandstone, marl, sandstone, breccia, 

conglomerate and intermediate polymict, lava deposits; unconsolidated to 

consolidated rock types; moderately resistant to earthquake, MMI VI; near the fault 

zone; PGA > 0,15g; moderate shaking and potential of light to moderate damage; flat 

coastal area to hilly 

Unstable 

Generally, consist of soft alluvial to soft volcanic soil; formed by quaternary deposits 

such alluvium, coastal deposits and young volcanic lava; generally unconsolidated 

rocks type; low resistance to earthquake; VII-VIII MMI; near the faults zone; PGA > 

0,15g; very strong to moderate earthquake shaking; light to moderate potential 

damage; flat coastal area to hilly 

Highly unstable 

Formed by soft alluvial soil by quaternary deposits such as alluvium, fluvial and 

coastal deposits, young terrace deposits; unconsolidated rock types; lowest resistant 

to earthquake; VIII MMI; inside or near faults; PGA > 0,15g resulting in very strong 

earthquake shaking and potentially moderate damage; flat coastal area to hilly; flat to 

steep slope; possibility of liquefaction  
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The findings of the spatial analysis, which categorized BV based on SLc conditions, are 

illustrated in Fig. 10. This indicates that most communities are situated within a zone of moderate 

vulnerability. This is evident in areas located on moderately unstable land, characterized by a 

moderate sparsity of settlements. These areas feature a mix of permanent, semi-permanent, and 

wooden houses with the potential for light-to-moderate damage. Residential areas classified as highly 

vulnerable are primarily situated in coastal regions near the Cimandiri and Citarik faults, as depicted 

in Fig. 10 and Table 5.  

 
Fig. 10. Vulnerability of built-up area, assess from SLc, built-up area density, majority type of houses and 

disaster infrastructures. 

  

Table 5. Built-up area vulnerability Categories-based on village administration. 

Categories Criteria 

Invulnerable Located in stable land, very sparce to sparse and mix of permanent, 

semi-permanent and wooden houses with the majority are concreted. 

Slightly vulnerable Locate on the slightly unstable, a sparse settlement, a mix of 

permanent, semi-permanent and wooden houses with the majority 

are concreted  

Moderately vulnerable Located on the moderately unstable land, generally has the moderate 

to sparse settlement, a mix of permanent, semi-permanent and 

wooden houses; moderate earthquake shaking and potential of light 

to moderate damage. 

Vulnerable located on unstable type of land, moderately dense settlements, the 

majority is permanent and semi-permanent, a very strong to moderate 

earthquake shaking and light to moderate potential damage.  

Highly vulnerable located on the highly unstable land, adjacent to the subduction zone, 

or inside an active fault zone, moderate dense settlements, a town or 

tourism area, mostly permanent concrete houses, very strong 

earthquake shaking and potentially moderate damage, disaster 

infrastructure is available 



179 

 

These areas are located on highly unstable land adjacent to the subduction zone or inside an active 

fault zone, featuring dense settlements, sub-districts, or urban villages, and mostly permanent concrete 

houses. Although disaster infrastructure is available, these areas are prone to very strong earthquake 

shaking and potentially moderate damage.  

By assessing the BV spatial data with the field sample data (Fig. 4), the BV spatial model 

validation test yielded an accuracy of 0.871. This validation was on the high validation scale according 

to Guilfords scale (Mahendra et al., 2020), who stated the range of 0.80–1.00 is excellent (Table 6). 

This value indicates that the VEVI model is valid. 
                                                                                

Table 6. Guilford validation scale (Mahendra et al., 2020). 

Value Interpretation 

0.80 - 1.00 Very High 

0.60 - 0.80 High 

0.40 - 0.60 Moderate 

0.20 - 0.40 Low  

0.00 - 0.20 Very Low 

< 0.00 Not valid 

3.2. Discussion  

Parameters such as seismic history, soil types, structural and geological characteristics, Peak 

ground acceleration, slope/topography, land use, especially in built-up areas, building types, and 

disaster infrastructure readiness data serve as crucial inputs for constructing an SLc and BV spatial 

model. The results presented above indicate a link between the SLc and BV spatial models in relation 

to past earthquake occurrences. For instance, earthquakes that occurred on March 10, 2020, and 

December 14, 2023 (Idhom, 2020; BMKG, 2023) resulted in moderate damage. Similarly, a highly 

vulnerable zone is typically found in proximity to fault lines or regions exposed to the megathrust 

zone. Previous studies conducted by Gunawan & Widiyantoro (2019), Supartoyo and Solikhin (2013), 

and Febriani (2016) provide further evidence of high vulnerability along these subduction and active 

fault zones. Nevertheless, the research conducted by those three researchers was limited to assessing 

disaster vulnerability and did not explore land stability or its effects on the overlying settlements. This 

gap underscores a notable strength of this study. 

While the spatial models for BV and SLc are consistent with references and on-site observations, 

limitations in these models persist, especially regarding housing types that frequently involve a mix 

of three distinct kinds of dwellings (Fig. 6). Most buildings, particularly in rural areas, remain 

permanent structures without reinforced concrete pillars and are semi-permanent. The issue of 

building type has become a significant concern because 75% of fatalities are caused by structural 

collapse (Hancilar et al, 2020). Traditional wooden houses that are more earthquake-resistant than 

concrete houses (Dutu, 2021; Kurnio et al, 2021) are almost extinct (Fig. 6). Therefore, the 

development of a building code is critical for disaster resilience (Hancilar, 2020; Ahmed et al, 2018; 

Srividhya et al, 2020) for future earthquake-resistant house initiatives.  Moreover, this research is 

specifically designed to support government initiatives, particularly in prioritizing the establishment 

of earthquake-resistant housing in the highly vulnerable areas. For example, within the Pelabuhanratu 

Town and Ciletuh tourism village (Fig. 9). As a part of the UNESCO Pelabuhan Ratu-Ciletuh 

Geopark, recognized in the Global Geopark Network and as a tourist destination, Pelabuhanratu Town 

and Ciletuh show inconsistent construction practices in adhering to earthquake resistance house 

criteria. In addition, this region is susceptible to tsunami catastrophes (Nugrahia et al, 2020). On 

September 2, 2009, a recorded earthquake with a magnitude of 7.3, struck the Pelabuhanratu area 

(Indira & Manesa, 2023), causing severe damage, with 5,545 residential buildings collapsing.  
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4. CONCLUSIONS 

This study underscores the importance of various parameters, including seismic history, soil 

types, geological structure and geological characteristics, topography, land use, building types, and 

disaster infrastructure readiness, in constructing SLc and BV spatial models. The model has the 

potential to significantly contribute to disaster preparedness and initiatives for constructing 

earthquake-resistant houses. Homeowners residing in instability zones identified by the SLc and BV 

spatial models can offer opportunities for safer construction. Comprehensive data can provide 

accurate inputs for decision makers in implementing outreach and assistance in the construction of 

earthquake-resistant houses. Understanding land capability concerning earthquakes has emerged as a 

vital aspect of urban planning and disaster management, enabling better preparation for potential 

seismic events in certain areas.  
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Aims and Scope  
Geographia Technica is a journal devoted to the publication of all papers on all aspects of the use of 

technical and quantitative methods in geographical research. It aims at presenting its readers with the latest 
developments in G.I.S technology, mathematical methods applicable to any field of geography, territorial 
micro-scalar and laboratory experiments, and the latest developments induced by the measurement 
techniques to the geographical research. 

Geographia Technica is dedicated to all those who understand that nowadays every field of 
geography can only be described by specific numerical values, variables both oftime and space which 
require the sort of numerical analysis only possible with the aid of technical and quantitative methods offered 
by powerful computers and dedicated software. 

Our understanding of Geographia Technica expands the concept of technical methods applied to 
geography to its broadest sense and for that, papers of different interests such as: G.l.S, Spatial Analysis, 
Remote Sensing, Cartography or Geostatistics as well as papers which, by promoting the above mentioned 
directions bring a technical approach in the fields of hydrology, climatology, geomorphology, human 
geography territorial planning are more than welcomed provided they are of sufficient wide interest and 
relevance. 
Targeted readers: 
The publication intends to serve workers in academia, industry and government. 
Students, teachers, researchers and practitioners should benefit from the ideas in the journal. 
Guide for Authors 
Submission 

Articles and proposals for articles are accepted for consideration on the understanding that they are 
not being submitted elsewhere. 

The publication proposals that satisfy the conditions for originality, relevance for the new technical 
geography domain and editorial requirements, will be sent by email to the address editorial-
secretary@technicalgeography.org. 

This page can be accessed to see the requirements for editing an article, and also the articles from 
the journal archive found on www.technicalgeography.org can be used as a guide. 
Content 

In addition to full-length research contributions, the journal also publishes Short Notes, Book reviews, 
Software Reviews, Letters of the Editor. However the editors wish to point out that the views expressed in 
the book reviews are the personal opinion of the reviewer and do not necessarily reflect the views of the 
publishers. 

Each year two volumes are scheduled for publication. Papers in English or French are accepted. The 
articles are printed in full color. A part of the articles are available as full text on the 
www.technicalgeography.org website. The link between the author and reviewers is mediated by the Editor. 
Peer Review Process 

The papers submitted for publication to the Editor undergo an anonymous peer review process, 
necessary for assessing the quality of scientific information, the relevance to the technical geography field 
and the publishing requirements of our journal. 

The contents are reviewed by two members of the Editorial Board or other reviewers on a simple blind 
review system. The reviewer's comments for the improvement of the paper will be sent to the corresponding 
author by the editor. After the author changes the paper according to the comments, the article is published 
in the next number of the journal. 

Eventual paper rejections will have solid arguments, but sending the paper only to receive the 
comments of the reviewers is discouraged. Authors are notified by e-mail about the status of the submitted 
articles and the whole process takes about 3-4 months from the date of the article submission. 



Indexed by: CLARIVATE ANALYTICS  
                    SCOPUS  
                    GEOBASE  
                    EBSCO  
                    SJR  
                    CABELL 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

ISSN: 1842 - 5135 (Print) 
ISSN: 2065 - 4421 (Online) 

 
 

http://science.thomsonreuters.com/cgi-bin/jrnlst/jlresults.cgi?PC=EX&SC=KV
https://www.elsevier.com/__data/assets/excel_doc/0005/56426/GEOBASE-SOURCE-LIST-as-of-July-2017.xlsx
https://www.elsevier.com/__data/assets/excel_doc/0005/56426/GEOBASE-SOURCE-LIST-as-of-July-2017.xlsx
http://www.ebscohost.com/titleLists/a9h-journals.pdf
http://www.scimagojr.com/journalsearch.php?q=19200156806&tip=sid&clean=0
http://www.cabells.com/about-whitelist

	001-GT_coperta1_2024_1
	002-GT_coperta2bis
	Editorial Board
	Editor-in-chief
	Editorial Secretary
	Online Publishing

	003-GT_garda1
	004-GT_garda2
	CONTENT_2024_vol_19_issue_1
	01_nurdiati
	02_karyawan
	03_baiocchi
	04_safura
	05_sari
	06_rotjanakusol
	07_hestera
	08_irasoc
	09_ningrum
	10_danila
	11_zhanabayev
	12_sutrisno
	007-GT_coperta3bis
	008-GT_coperta4

