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ABSTRACT:
Image segmentation is a branch of the image processing domain which involves partitioning the image into multiple segments referred to as sets of pixels. The segmentation purpose is to change the representation of an image into a form that is analyzed easier and less processed in order to extract information based on the colors in the image. This paper shows how we can determine statistics on the relief by processing the images that represent geographic maps through Data Mining algorithms. The important aspects of this type of mining are also described in this study. A dedicated application is used for data processing.
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1. INTRODUCTION
Image segmentation is usually used to extract different forms, objects, clusters, sets of pixels, shapes, and so on from an image. It is also a branch of image processing that deals with extracting important information from images based on colors (Zhang, 1996). Processing involves assigning an identifier to each set of pixels, in order to be used in the processing of statistics relating to an image or set of images (Haralick & Shapiro, 1985). This paper presents image processing techniques for relief maps. This type of processing has been less exploited over time, unlike the similarity between images, object detection, or face identification.

Two criteria must be addressed when developing a statistical system for relief maps:
- Graphics oriented system, which provides methods of performing graphics that process the data from multiple sources, from which statistics are extracted;
- A system that uses the best algorithm for processing the images used as input data, taken from more sources.

Some of traditional database processing techniques are being replaced with data mining techniques dedicated to various applications (Mocanu et al, 2014, Arrais de Freitas et al, 2016). Image mining is based on standard data mining methods (Thamilselvan & Sathiaseelan, 2015). The textual descriptions are not used for image mining and processing. The K-means algorithm is used for image segmentation and clustering (Dhanachandra, Manglem & Chanu, 2015).

Some problems can be solved by simple K-means clustering, while other situations may require more complex algorithms with larger memory or time requirements (Naik & Shah, 2014). Fuzzy C-means (FCM) and Genetic Algorithms were characteristics of the acquired image, resolution characteristics of the acquired image, resolution limitations and the imperfections induced by the process of image acquisition (Awad et al., 2009). Another image segmentation technique is based on the non-parametric clustering procedure in the
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discretized color space using the discrete probability density function (Krstinić, Skelin & Slapnicar 2011). Using images from the Internet, additional information is often available, hence retrieval the new image processing methods based on the contents of images are necessary (Lee & Nang, 2011).

Geographic image processing can have many utilities, eg if processes images from flooded areas we can generate real-time warnings about the dangers posed to local resident or tourists in the area (Magyari-Saska, 2014) and finding access routes for medical emergencies(Nicoara & Haidu, 2014). Another utility is monitoring deforestation and afforestation in mountain areas (Costea & Haidu, 2010).

2. IMPLEMENTATION METHOD

Implementation and testing are done with a software application that, besides processing relief maps, allows storing and retrieving statistical results after image processing.

The application provides the following services:
- Uploading images representing relief map, taken from the user’s personal files or downloaded via the geospatial mapping platform: Microsoft Bing Maps.
- Image segmentation by applying the clustering algorithm K-means (Hartigan & Wong, 1979) with the number of clusters chosen by the user;
- Inserting processed information in a data structure for later use in constructing graphics;
- Generating statistics and graphics;
- Exporting results into MS Word compatible files.

The software application is based on image mining, more exactly image segmentation using K-means clustering algorithm. It demonstrates a good applicability of this algorithm for obtaining statistical information for the relief elements on a relief map. The software provides a mechanism to correct the imprecise results (discovered clusters). It is well documented that image mining processing is an area where the user intervention is needed for precise results, because for now we are not working with textual information (characters or numerical). In image Mining we are working with images that are structured like a pixel matrix. The application is developed in C# using the .NET Framework 3.5. The graphical user interface is developed using Windows Application Forms, and Microsoft Visual Studio 2010 is used as integrated development environment (IDE).

The information resulted from maps processing is stored in an XML file. The in-memory programming interface LINQ-to-XML is used for parsing the XML file. An integrated specialized external control (Earth control) is used to query the Microsoft Bing Maps service. Microsoft.Office.Interop.Word namespace is used to export the data in a Word file and System.Windows.Forms.DataVisualization.Charting namespace is used to generate graphics.

3. K-MEANS ALGORITHM

K-means algorithm is a clustering algorithm that groups N points from a finite space into K clusters based on the distance between these points and the cluster centers. The use of this algorithm tries to find clusters in the image, where a cluster contains pixels with similar colors.
In K-means, each data point \( x_m \) belonging to real \( n \)-dimensional space \( \mathbb{R}^n \), is assigned to its nearest centroid \( y_p \) (a cluster weight center), for minimizing the mean squared distance from each data point to its nearest centroid (Kanungo et al, 2002).

The use of the Squared Euclidean Distance places progressively greater weight on objects that are further apart:

\[
d^2(x_m, y_p) = \sum_{i=1}^{n} (x_m^{(i)} - y_p^{(i)})^2
\]

(1)

The Squared Euclidean Distance is not a distance function as it does not satisfy the triangle inequality, however it is frequently used in optimization problems in which distances only have to be compared. Therefore, the Euclidean distance is used as the distortion measure (Chang, Lai & Jeng, 2011). From the scientific and mathematical point of view, distance is defined as a quantitative degree of how far apart two objects are (Cka, 2007). Another method for generating the cluster center without incrementing the execution time is to reduce the mean square error of the final cluster (Purohit & Joshi, 2013).

The implementation of the algorithm consists of the following steps:
- Choose K centroids, either randomly or based on some heuristics, in the image-vector space (our approach is based on the random generation) (Patil & Jondhale, 2010; Khan & Ahmad, 2013).
- Store the values of RGB (Red, Green, Blue) for each of the chosen random point in a data structure (matrix).
- Scroll the image (RGB array points) and calculate for each point the Euclidean distance between that point and each centroid. The point is assigned to the cluster with the nearest centroid.
- Re-compute the centroids for the next iteration as the mean arithmetic RGB value levels of the image points in cluster.
- If RGB values of each new centroid and the initial centroids are similar, then the algorithm ends (calculated value is compared with a predefined threshold value which is equal to 0.03), otherwise the algorithm is repeated for the centroids discovered in the current step.

The K-Means class contains the following fields:
- Centroids
- Clusters, specify number of clusters
- Distance, the metric function used to discover the clusters in the algorithm implementation (initialized through the class constructor)
- Compute process that runs the algorithm

Fig. 1 shows the class diagram:
The algorithm is implemented by the Compute function of class K-means and returns a data structure that represents an array of points and correspondence with the corresponding clusters. In the following is a fragment of the function implementing the algorithm:

Fig. 2 shows the progressive transformation of clusters by applying the algorithm K-Means. The algorithm converges after five iterations from the left to the right (Mirkes, 2016).
4. APPLICATION DESCRIPTION

The application is structured into five interconnected modules:
- Image Selection Module. Images that are processed can be selected from the user's home directory or can be captured with Microsoft Bing Maps platform.
- Image Segmentation Module. It is the module that processes the images selected by the user, using K-means algorithm.
- Data Storage Module. With this module, the processed data is stored within the ImageStore in order to be used at making graphs.
- Graphics Module. With this module, graphics are being generated based on the data from ImageStore.
- Export Results Module. This module is used to export processing results in a Word file.

Fig. 3 shows the application architecture

4.1 Image Selection Module

The application has been tested and analyzed for several types of images, considered as input. This module provides two ways of working:
- Capturing images with an embedded controller, using Microsoft Bing Maps mapping service.
- Images can be selected from the user’s directory system;

Fig. 4 shows an image selection screen using the Bing Maps platform, which is a view service of geographical areas around the world. Bing Maps is integrated with Microsoft’s comprehensive developer tools such as Visual Studio and other products and services such
as Windows, Azure and Office.

![Image](image1.jpg)

**Fig. 4** Selecting images from Bing Maps platform

**Fig. 5** shows the selection screen of images from the user’s folders. Once the user has selected a source image (image captured with Microsoft Bing Maps or a local one), the K-means algorithm is applied to process the image set in the PictureBox control.

![Image](image2.jpg)

**Fig. 5** Selection screen of images from the user’s folders

The algorithm is applied to an array of points (pixels which form the image). The specific RGB values are associated to each point. The vector point is obtained using a method of the Bitmap class on the image loaded in PictureBox control. The number of clusters K is chosen by the user and represents the number of collection points that are determined by the algorithm. The success of K-means image segmentation depends very much on the number of clusters. For a correct estimation, the short edges are considered minimal details that are normally imposed of the texture of objects, while long edges are used to estimate the number of clusters into image (Chang, Lai & Jeng 2011). The results of clustering process are seen in **Fig. 6**.
After identifying the pixels that make up a cluster, will be assigned a label and color of each cluster. The label may be modified by the user, in order to associate one description for each color in the cluster. Moreover, the user can change the colors set after image processing, if they have not been clearly determined. Because the subject of the processing is represented by an image, not text, the image processing allows any user to refine the results obtained. The user has also the possibility to delete a cluster, if it is redundant, because it has a small number of pixels in the image.

4.2 Data Storage Module

Information about the processed images will be saved in the database in order to generate statistics. This process is also known as image annotation and it is useful for information retrieval (Mocanu, 2010; Paul & Beegom, 2010; Russell et al, 2008). ImageStore is the database application where information is saved after images processing. Since storing images in binary form in a database is a less efficient approach, the method of storing the processed images in the user’s directory files is used. ImageStore is the repository of images that have been processed and, for performance reasons, this is a XML file.

ImageStore contains the following components:
- The path name of the original image saved to a folder on the user's computer;
- The number of clusters used in K-means clustering algorithm;
- Specific elements of a cluster.

XML file has the following structure:
- Element: image
- Attribute: path, name
- Children: clusters
  - Element: cluster
  - Attribute: label
  - Children: color(Element), scale(Element)
    - Attribute: r, g, b (RGB model color)
Below is a sequence of XML code for ImageStore. Writing and reading the XML file is done using LINQ-to-XML.

4.3 Graphics Module

This module generates graphics for a single image (image currently displayed in the PictureBox) or multiple images stored in ImageStore. The graph has the following sources of data for X and Y axes:
- **X**: Labels for clusters;
- **Y**: The percentage of pixels in the image belonging to the cluster.

```csharp
private void buttonAddGeneralStatistics_Click(object sender, EventArgs e)
{
    this.Enabled = false;
    string rootPath = ConfigurationSetting.AppSettings["rootPath"];
    if (initialImage == null || colorsScale == null)
        return;
    XElement first = XElement.Load(rootPath + "image_store.xml");
    string initialImagePath = rootPath + @"images\" + Guid.NewGuid().ToString() + ".jpeg";
    initialImage.Save(initialImagePath);
    XElement image = new XElement("image",
        new XAttribute("path", initialImagePath),
        new XAttribute("name", textBoxImageName.Text));
    XElement clusters = new XElement("clusters");
    foreach (KeyValuePair<Color, int> pairscale in colorsScale)
    {
        clusters.Add(new XElement("cluster", new XAttribute("label", getLabelColor(pairscale.Key)),
            new XElement("color", new XAttribute("r", pairscale.Key.R),
                new XAttribute("g", pairscale.Key.G),
                new XAttribute("b", pairscale.Key.B),
                new XElement("scale", pairscale.Value))));
    }
}
```

In **Fig. 7**, the graphic obtained through image processing is displayed. Every relief form has a color correspondence:

![Fig. 7 The graphic afferent processed image](image)
4.4 Export Result Module

The user can export the information into a Word document. To export the results into a Word file, Microsoft.Office.Interop.Word namespace is used.

5. EXPERIMENTAL RESULTS

We present an example for testing the algorithm starting from the initial image in Fig. 8.a, taken from a user’s data directory. The image is segmented into 6 clusters of different colors, gray is the background of the image and each of the other colors is a form of relief.

The graphic from the image is generated based on K-means cluster results (color frequency and label color associated by the user, using the GUI interface). The interface for selecting colors associated of the clusters is shown in Fig. 8.b.

The graphic from Fig. 9 shows the share of each relief form, calculated by applying clustering algorithm. Relief forms and color correspondences are:


The colors can be changed using the interface shown in Fig. 10.
Generating the word document is done with the interface shown in Fig. 11. Through ImageStore, other kind of statistic can be built using the data generated from more than one map.

Fig. 12 shows a collection of images that represents maps with forms of relief for Romania, Portugal and Italy.
Fig. 12 Relief map collection

Fig. 13 presents the interface for building statistics from more than one map. In this case, the statistics can be generated based on the cluster color or cluster label (Y axis), for more countries (X axis).

Fig. 13 Interface for generating the map collection statistics

Fig. 14.a shows the statistics based on cluster color for sea/ocean and Fig. 14.b shows the statistics based on cluster label for plain relief. The graphs are generated using the data obtained by maps processing and stored in ImageStore.

Fig. 14 a. Statistics by cluster color  Fig. 14 b. Statistics by cluster label
Before calculating the statistics, images must be processed in order to have the same number of clusters associated with the same colors, labels and meanings.

6. CONCLUSIONS

Image processing is a complex technique with many applications, e.g. object recognition, data mining, image segmentation, etc. Nowadays, image processing is an area of high importance in various sectors. In the systems based on images, the content of an image can be perceived in terms of different features such as color, texture or shape.

In this paper an application for image segmentation into clusters by applying data mining algorithms is presented.

The application implements the K-means clustering algorithm for map relief image processing and segmentation based on the colors used for each form of relief. The application is tested on image from the geographic domain, but it can also be used for processing images from other domains such as climatology, medicine, biology, etc.

The tests are performed for a series of images which represent maps with different relief forms (images with a variable number of colors). The K-means algorithm is an iterative mining technique that is used to partition an image into K clusters, based on pixel color, intensity, texture, location or a weighted combination of these characteristics.

K-means clustering algorithm is applied over the pixels of the input image and, as a result, the clustered image and the specific statistics are obtained. The distance between the points is based on the pixel color and parameter K. The K parameter can be selected manually, randomly or by a heuristic.

The algorithm allows image segmentation, but the results depend greatly on the number of the initial colors and on number of clusters who was chosen. Choosing a very small number of clusters leads to obtaining inconclusive results. On the other hand, if too many clusters are chosen, an overly large segmentation is obtained and so the results are more difficult to interpret.

By applying this technique to image processing, the area of utility can be extended, for example, on the similarity of images based on shades of color.
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